
The Environmental Cost of Land-Use Restrictions∗

Mark Colas†

John M. Morehouse‡

August 23, 2021

Abstract

Cities with cleaner power plants and lower energy demand tend also to

have tighter land-use restrictions; these restrictions increase housing prices

and reduce the incentive for households to live in these lower greenhouse

gas-emitting cities. We use a spatial equilibrium model to quantify the over-

all effects of land-use restrictions on the levels and spatial distribution of

household carbon emissions. Our model features heterogeneous households,

cities that vary in both their power plant technologies and their utility ben-

efits of energy usage, as well as endogenous wages and rents. Relaxation of

the current land-use restrictions in California to the level faced by the me-

dian urban household in the US leads to a 0.6% drop in national household

carbon emissions and a decrease in the social cost of carbon of $310 million

annually.
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1 Introduction

Higher levels of carbon dioxide (CO2, hereafter “carbon”) are associated with a

multitude of global environmental issues. The amount of energy a household uses,

and therefore the amount of carbon emissions a household is responsible for, de-

pends partially on where the household lives.1 For example, Oklahoma City has

high summer temperatures and relies heavily on coal-fired power plants while San

Francisco has a moderate climate and uses electricity produced largely by hydro-

electric plants. Households in Oklahoma City therefore consume large quantities

of air conditioning using electricity generated by carbon-intensive power plants.

Conversely, households in San Francisco use less electricity generated from more

carbon-efficient power plants. As a result of these differences in electrical power

plant technologies and climate, government policies that shape the distribution

of households across cities may have important implications for national carbon

emissions.

Local land-use restrictions that limit urban population density are often em-

ployed to improve the “greenness” of a city. However, these restrictions potentially

limit population growth in many of the most desirable cities (Glaeser, Gyourko,

and Saks, 2005). Additionally, Glaeser and Kahn (2010) document that cities

with lower average household carbon emissions also have tighter land-use restric-

tions, suggesting that these restrictions may discourage people from living in

lower carbon-emitting cities. The goal of this paper is to quantify the effect of

local land-use restrictions on national household carbon emissions.2

To this end, we specify and estimate a spatial equilibrium model wherein power

plant technologies and energy demand vary across cities. Heterogeneous and im-

perfectly mobile households choose which city to live in and how much housing,

electricity, natural gas, and fuel oil to consume. Rents and wages are determined

in equilibrium by the location and consumption choices of these households. Fur-

thermore, cities vary in the tightness of local land-use restrictions. All else equal,

1For example, Glaeser and Kahn (2010) show that the median household in Memphis is
responsible for nearly twice the amount of carbon emissions as the median household in San
Francisco.

2We take the relationship between land-use restrictions and carbon emissions as given and ex-
amine the quantify the effect of land-use regulations on national carbon emissions. We leave it to
future work to determine why carbon-efficient cities generally have tighter land-use restrictions.
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tighter land-use restrictions imply higher costs of living, which will reduce the

incentives for households to live in these cities.

Our model allows a household’s carbon emissions to vary across cities for two

main reasons. First, to reflect climate differences, we allow the utility benefits

derived from the use of electricity, natural gas, and fuel oil to vary by city. Second,

due to spatial variation in the technologies employed in power plants, the carbon

intensity of electricity production varies across cities. Land-use restrictions are

tighter in cities with more carbon-efficient power plants and lower energy demand.

Thus, households will be incentivized to live in “dirtier” cities.

For our analysis, we combine data from three main sources. We use the US

Census and American Community Survey (ACS) for data on households’ city

of residence, income, and rents, as well as expenditures on electricity, natural

gas, and fuel oil for a large sample of households.3 We combine these household

expenditure data with state-level energy prices from the Energy Information As-

sociation (EIA) to calculate implied household usage of each of these three energy

types. Next, we use data from the Emissions & Generation Resource Integrated

Database (eGrid) for power plant locations, output, and CO2 emissions.

Following Glaeser and Kahn (2010), we use these data to document how the

amount of carbon a household emits depends on the city in which they reside.

One issue is that differences in emissions across cities may, to some extent, reflect

sorting of households with different propensities to use energy. Therefore, the

observed differences in average emissions across cities may not reflect the direct

effect of location on household emissions. In response to this issue, we employ the

semi-parametric selection correction approach introduced by Dahl (2002) to esti-

mate selection-corrected predicted energy usage and carbon emissions associated

with living in various US cities.

We document substantial variation in carbon emissions across cities. For ex-

ample, we estimate that if a household resides in Memphis, they would produce

three times the annual carbon emissions had they resided in Honolulu. Addi-

tionally, we show that household carbon emissions are negatively correlated with

a standard measure of land-use restrictions, the Wharton Land-Use Regulation

3Throughout the paper we use the 70 largest Core Based Statistical Areas as our definition
of cities. The rest of the United States is aggregated up to the census division level.
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Index—greener cities tend to have tighter land-use restrictions.4

Next, we combine these estimates of predicted energy usage with our other data

sources to estimate our spatial equilibrium model. We estimate the parameters

of household utility using the two-step estimator introduced by Berry, Levinsohn,

and Pakes (2004) with data on household locations from the Census and ACS and

our estimates of predicted energy usage.5 We use data from eGrid to estimate

the carbon emissions associated with electricity production across regions and

estimates from Saiz (2010) to calibrate the parameters of housing supply curves

as a function of land-use restrictions.

California legislators recently voted down SB-50, a bill that would have relaxed

local land-use restrictions in California cities.6 We use our estimated model to

simulate the effects of such a policy. Specifically, we set land-use restrictions in

California cities to the level faced by the median urban household in the United

States. Due to the moderate climate and carbon-efficient power plants, California

cities are associated with remarkably low carbon emissions. However, land-use

restrictions are tight—the San Francisco CBSA is in the 86th percentile of the

Wharton Index while Los Angeles CBSA is the 78th.7

As a result of relaxing these restrictions, we find that the long-run population

in California cities increases. As demands for natural gas and electricity are lower

in California, national usage of natural gas and electricity drop by 0.3% and 0.5%,

respectively. Overall, this leads to a 0.6% decrease in national household carbon

emissions, associated with a decrease in the social cost of carbon of $310 million

annually.8 This change is driven by a decrease in energy usage and an increase in

the proportion of total electricity consumption coming from cleaner power plants

4The Wharton Land-Use Regulation Index was created from a survey sent to 6,896 munic-
ipalities across the US, with questions that range from how many regulatory boards one must
clear before construction to city-specific density and open space requirements.

5This approach has been utilized in a spatial setting by e.g. Diamond (2016), Piyapromdee
(2019), and Colas and Hutchinson (2021).

6SB-50 was referred to as the “More HOMES Act” (Housing, Opportunity, Mobility, Equity,
and Stability). The bill focused on the relaxation of density restrictions and reducing the
number of areas zoned for single-family homes, particularly in areas near public transit and in
commercial areas.

7Quigley and Raphael (2005) write, “California represents the most extreme example of
autarky in land-use regulations of any U.S. state.”

8For the social cost of carbon calculations, we use the estimate of the social cost of carbon
in the year 2020 from Nordhaus (2017) of $44.4 per metric ton of CO2 in 2020 dollars.
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in California. Furthermore, given that California cities have high productivity

levels, this leads to increases in average income for both unskilled and skilled

workers.

Next, we entirely remove the existing negative correlation between land-use

restrictions and carbon emissions by setting the Wharton Index in all cities to

the level faced by the median urban household in the US. Households respond

by leaving the Midwest and South and moving to the West Coast and Northeast.

Demand for natural gas is higher and electricity demand is lower in the cold

Northeast. These population shifts therefore increase national gas usage and

decrease total electricity usage. Overall, these changes in the spatial distribution

of households and their energy consumption lead to a nearly 3.5% drop in national

carbon emissions, implying a drop in the social cost of carbon of $1.7 billion

annually.

The main goal of this paper is to better understand the relationship between

differences in land-use restrictions across cities and national household carbon

emissions. However, household energy consumption also contributes to local pol-

lution. Therefore, we also use the model to analyze the effects of relaxing land-use

regulations on exposure to local pollutants. We focus on particulate matter of 2.5

micrometers or smaller (PM2.5), a common measure of local air quality and that

has been at the helm of US air quality regulation for the last two decades.9 Sim-

ilar to household carbon emissions, emissions of PM2.5 vary across space due to

differences in energy consumption and the spatial distribution of power plants.

However, unlike carbon emissions, emissions of local pollutants differentially af-

fect air quality across cities. We use the Intervention Model for Air Pollution

(InMAP) source-receptor matrix (Tessum, Hill, and Marshall, 2017; Goodkind

et al., 2019) to map electricity production to ambient air concentration of PM2.5

across locations in the United States.

We find that the air quality in most US cities improves as a result of relaxing

land-use restrictions in California. This result reflects that households use less

electricity in California and that power plants used in California, in addition

9Exposure to fine-grained particulate matter is associated with various detrimental health and
economic outcomes such as (but not limited to): higher infant mortality (Chay and Greenstone,
2005), increased cognitive decline in seniors (Ailshire and Crimmins, 2014), and reduced property
values (Chay and Greenstone, 2003).
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to being carbon-efficient, emit low levels of local pollutants.10 However, PM2.5

exposure for the average household increases slightly, as there is an increase in

the number of households in the relatively polluted Southern California.

Related Literature Our paper is related to two recent papers, Hsieh and

Moretti (2019) and Herkenhoff, Ohanian, and Prescott (2018), who find that

relaxation of land-use restrictions in high-productivity cities would lead to large

increases in GDP.11 Our model focuses on an entirely different set of outcomes

and incorporates energy demand, energy production, and emissions. Households

in our model are differentiated in terms of education, family composition, age,

race, and the state in which they were born. As a consequence, our model allows

for rich substitution patterns across cities and allows us to analyze how changes

in land-use restrictions affect both the population and demographic composition

across cities.

Our work builds on the descriptive findings in Glaeser and Kahn (2010) (GK).

GK measures predicted carbon emissions for households in different cities across

the country and documents a negative correlation between carbon emissions and

land-use restrictions. Relative to GK, the primary contribution of this paper is

to build and utilize a structural model to quantify the effects of land-use restric-

tions on national carbon emissions. National carbon emissions are determined

in equilibrium; household locational sorting, energy demand, and housing sup-

ply/demand all determine the extent to which land-use restrictions affect national

carbon emissions. Estimating the effects of a counterfactual change in land-use

restrictions necessitates a structural equilibrium model.

This paper is also related to a large literature on how exposure to environ-

mental externalities varies by location (See Chay and Greenstone (2005); Currie

et al. (2015); Muehlenbachs, Spiller, and Timmins (2015); Holland et al. (2019);

or Fowlie, Rubin, and Walker (2019), for example). In our setting, exposure to

carbon emissions is independent of the household’s location—the effects of carbon

10These reductions in PM2.5 concentration in most cities can be thought of as a “co-benefit”
of the reduction in carbon emissions. See Aldy et al. (2020) for a discussion of co-benefits in air
quality regulation.

11Albouy and Stuart (2014) also find that relaxation land-use restrictions would lead to a
large redistribution of households across cities, but are less concerned with the effect of these
changes on national productivity.
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emissions and thus climate change are felt globally, not just locally. However, the

amount of carbon dioxide emitted by a household depends on where the household

is located.

Another related literature analyses the effects of population density on the

local carbon emissions (See Fragkias et al. (2013); or Jones and Kammen (2014),

for example). Other recent research uses simulation methods to analyze the ef-

fects of various land-use restrictions and transportation policies on within-city

locational sorting and local carbon emissions (See Larson and Yezer (2015) or

Borck (2016), for example). Our work differs from these two themes in that we

focus on the sorting of households across cities, rather than the determinants

of emissions within a city.12 This paper is also related to Fan, Fisher-Vanden,

and Klaiber (2018), who use a spatial equilibrium model to analyze the effects

of climate change on household location choices and welfare. Finally, in other

complementary work, Mangum (2016) analyzes the effects of housing and land

stock allocations on carbon emissions.13

2 Data

This paper utilizes individual data on household sorting and energy expenditures

from the Census and ACS, detailed data on power plants from eGrid, and state

level energy pricing data from the EIA. In what follows, we briefly describe each

of the main data sources and how they are used in our analysis. Further details

on the data can be found in Online Appendix A.

CBSA Level Data We utilize Core Based Statistical Areas (CBSAs) as our

definition of a geographic area. CBSAs correspond to distinct labor markets and

are the Office of Management and Budget’s official definition of a metropolitan

area. To measure land-use restrictions in each CBSAs we utilize a standard met-

ric developed by Gyourko, Saiz, and Summers (2008), the Wharton Land-Use

12Gaigné, Riou, and Thisse (2012) argue that analysis of the effects of density-increasing
policies on carbon emissions must account for relocation of households and firms across cities.

13Compared to Mangum (2016), our paper focuses more on the households sorting across
cities and energy usage. Mangum’s focus on the housing construction process allows for a more
nuanced understanding of how different land-use restrictions affect the housing stock.
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Regulation Index (WLURI). This index was created from a survey sent to 6896

municipalities across the US, with questions that range from how many regula-

tory boards one must clear before construction to city-specific density and open

space requirements. A higher value of the Wharton-Index implies more stringent

restrictions and higher costs of developing land and is associated with more in-

elastic housing supply curves (e.g. Saiz (2010), Albouy and Ehrlich (2018), or

Diamond (2016)).

Household Data We use household-level data from the US Integrated Public

Use Microdata Series (IPUMS); we utilize the 1990 Census, the 2000 Census, 5%

five-year American Community Survey (ACS) from 2006 - 2010, and 5% five-year

American Community Survey (ACS) from 2013 - 2017 (Ruggles et al., 2021).

Since our model contains a rich-level of household heterogeneity, a large data-set

is imperative for our analysis. IPUMS provides information on yearly, household-

level expenditures data on natural gas, electricity, and fuel oil in addition to

information on demographics, location, and housing expenditures.14

Our model is concerned with emissions generated at home, therefore, we focus

on three primary energy types: natural gas, electricity, and fuel oil.15 We

combine data on expenditures on these three energy types with state level price

data from the US Energy Information Administration (EIA) to impute household

consumption of natural gas, electricity, and fuel oil.16

Power Plants and Emissions For each of the three energy types we consider,

we use linear conversion factors to map usage of each energy type to carbon emis-

sions. We assume 117 lbs of CO2 are emitted per thousand cubic feet of natural

14Renters and households living in multi-family homes may not pay for their own energy. We
describe how we correct for this in Online Appendix A.4.

15GK also impute emissions produced by cars. They find that differential emissions from cars
are less important than differences in emissions from electricity and natural gas in explaining
total differences in emissions across cities. Furthermore, emissions from driving calculated in
GK are strongly correlated with total household emissions from other sources (ρ = 0.56) and a
decrease in population density. If removing land-use restrictions increases city density, this will
also lead to decreases in emissions from driving as well. Therefore, including emissions from
driving in our analysis would likely strengthen our main conclusions.

16https://www.eia.gov/state/seds/
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gas consumed and 17 lbs of CO2 are emitted per gallon of fuel oil consumed.17

Carbon emissions associated with electricity usage depend on where the electricity

is consumed—electricity used in areas that generate electricity via coal plants will

lead to more carbon emissions than in areas that rely more heavily on renewable

sources.

We therefore utilize power plant-level data from the Emissions & Generation

Resource Integrated Database (eGRID). These data provide information on the lo-

cation, primary fuel input, emissions rate, and total megawatt hours of electricity

generated for every power plant in the US. To assign households to power plants,

we use the nine North American Electric Reliability Council (NERC) regions.18

These regions can be thought of as closed electricity markets, as transmissions of

electricity within a region is common but electricity is rarely transferred across

regions (Holland and Mansur, 2008; Glaeser and Kahn, 2010).19

We calculate the emissions factor associated with each NERC region as the

weighted average CO2 emissions per megawatt hour of electricity of all plants in

the NERC region. The emissions factors range from roughly 800 to 1550 lbs of

CO2 emitted per megawatt hour of electricity consumed.20 All CBSAs within a

NERC region have the same CO2 conversion factor.

For information on local pollutants, we use data from the National Emissions

Inventory (NEI) and the EPA’s Air Quality System (AQS). The NEI contains

information about power plants such as stack height and emissions velocity, and

emissions of various local pollutants such as PM2.5. We use these data to construct

a “pollution-transfer” matrix, which maps electricity usage in any given city to

changes in ambient air quality in all other cities.21 The AQS data provide hourly

levels of total particulate matter by city. We average across all hours in 2017

within each CBSA to obtain our measure of local average PM2.5 concentration.22

17https://www.eia.gov/tools/faqs/faq.php?id=73&t=11
18We omit the region for Alaska since no city in our model is in Alaska.
19While trading can also occur within a larger interconnection region, Holland and Mansur

(2008) argues that NERC regions are the appropriate level of aggregation for electricity markets
due to transmission and other technical constraints.

20For the full distribution of emissions factors, see Online Appendix A.3.
21The pollution-transfer matrix and its construction are described in detail in Section 4.2 and

Online Appendix A.10, respectively. The pollution-transfer matrix maps total energy production
in each NERC region to ambient air concentration in all cities in the model.

22To obtain census region average PM2.5 concentrations, we average over readings for all
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3 Descriptive Statistics

In this section, we calculate selection-corrected predicted household usage of elec-

tricity, natural gas, and fuel oil usage across cities and the associated carbon

emissions. We focus on results calculated using data from 2017; earlier years are

primarily used for estimation of parameters in the structural model (described in

detail in Section 5).

Our goal is to isolate the role of a household’s location on their energy us-

age and therefore carbon emissions. This will allow us to understand how the

distribution of households – and therefore policies that affect the distribution of

households – interact with national carbon emissions. We therefore construct a

measure of predicted energy usage per household in each CBSA, controlling for

differences in household composition, demographics, and unobserved differences

in propensity to consume energy. First, we calculate each household’s imputed

energy usage in natural gas, electricity, and fuel oil as their reported expendi-

ture on each of these energy types divided by the state-level price of each energy

type. We then employ the selection-correction method developed by Dahl (2002)

to compute the selection-corrected predicted usage of each energy type in each

city.23

With the predicted per-household energy use in hand, we can calculate pre-

dicted carbon emissions for each CBSA.24 We multiply the selection-corrected

predicted usage for each fuel type with the respective emissions factor. As dis-

cussed in Section 2, we assume a constant emissions factor for fuel oil and natural

gas. The emissions factor for electricity use varies across NERC regions.25

3.1 Predicting Energy Usage Across Cities

Consider the following equation for household i’s usage of energy type m condi-

tional on living in location j:

Em
ij = αmj + βmj Xi + umi , (1)

counties that are not part of the CBSAs in the given region.
23The results with no selection correction are included in Online Appendix B.2.
24We repeat this analysis with methane emissions in Online Appendix B.9.
25The emissions factor for each NERC region is displayed in Online Appendix A.3.
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where Em
ij is household i’s usage of energy type m, conditional on living in lo-

cation j, αmj is a CBSA-specific intercept term, Xi is a vector of household i’s

observable characteristics, βmj is a vector of parameters which varies by location

j, and umi represents household i’s idiosyncratic propensity to use energy type

m, representing, for example, household i’s unobservable preferences for using air

conditioning.26

One difficulty with estimating (1) is that households may sort across locations

based on their idiosyncratic propensity to use energy such that umi is not mean-

zero conditional on households’ chosen locations. For example, households with a

low tolerance for cold temperatures might avoid living in cities with cold weather,

and may also have a greater propensity to use heating and therefore natural gas.

This would induce a correlation between the unobserved propensity to use natural

gas and the probability of living in cold cities. Concretely, let Vij = V̄ (Xi, Bi)+εij

represent household’s i’s return for living in city j, where V̄ (·) is a component of

utility which depends on household i’s observable characteristics Xi and the birth

state of the household head, Bi, and εij represents household i’s idiosyncratic

preference for living in location j.27 A household chooses to live in location j if

it provides the highest return, that is if j = argmaxj′ (Vij′). If E [umi εij] 6= 0, then

this will induce selection on unobservables: E
[
umj |j = argmaxj′ (Vij′)

]
6= 0. This

would occur, for example, if people who prefer to live in Houston also have stronger

preferences for using air conditioning. We will refer to E
[
umj |j = argmax (Vij′)

]
as the “selection bias” term.

To deal with this selection issue, we employ a semi-parameteric selection cor-

rection based on the method proposed by Dahl (2002) (henceforth “Dahl”). Dahl

shows that there exists a function that maps the household’s choice probabilities

to the selection bias term. Concretely, let PiJ give the vector of the household’s

26This term could also vary by location j and be written as umij . We have written it as a
household level term rather than a household by location level term for expositional purposes.

27Importantly, the household head’s birth state is assumed to not differently affect the house-
holds energy usage. As such, birth state serves as an exclusion restriction which helps to identify
selection on unobservables in the outcome equation. One concern with using birth state as an
exclusion restriction is that the climate in which an individual grew up might influence their
preferences for energy usage as an adult. In Online Appendix B.1, we consider alternative speci-
fications with controls for average temperature in the state where the household head was born.
The results are qualitatively similar.
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choice probabilities for all cities in the set J . Then there exists a function Mm
j (·),

such that Mm
j (PiJ) = E

[
umj |j = argmaxj′ (Vij′)

]
.28 Therefore, the selection bias

can be controlled for if the econometrician controls for the function Mm
j (·) such

that the estimating equation becomes

Em
ij = αmj + βmj Xi +Mm

j (PiJ) + ûmi . (2)

Dahl notes that full estimation of (2) is generally infeasible as Mm
j (·) is an

unknown function of the choice probabilities for all J cities. Therefore, we in-

troduce two additional assumptions. First, following Dahl, we make an “index

sufficiency assumption”: that the function Mm
j (·) can be replaced with an al-

ternative function which only takes a subset of the choice probabilities as argu-

ments. Second, we assume that the amount of selection on unobservables is con-

stant for all cities within the same state such that E
[
umi |j = argmaxj′ (Vij′)

]
=

E
[
umi |ĵ = argmaxj′ (Vij′)

]
for any j, ĵ in the same state. For example, this im-

plies that, conditional on the vector of observables Xi, the expectation of the

idiosyncratic term umi is the same in Dallas as it is in Houston.29

Taken together, these two assumptions imply that the control function can be

written as a function of a subset of the state choice probabilities. Let Pst
iŜ

give

the vector of the household’s choice probabilities for all states in the set Ŝ, where

Ŝ is a subset of the full set of states. We can then estimate the parameters of (1)

using the equation

Em
ij = αmj + βmj Xi +Mm

j

(
Pst
iŜ

)
+ ûmi , (3)

where Mm
j

(
Pst
iŜ

)
is a correction function which depends on Pst

iŜ
.

In practice, we specify the function Mm
j (·) as a function of the probabilities

of choosing the three largest states by population, the probability of choosing the

28This is subject to an invertibility condition: that these choice probabilities contain the same
information as differences in subutility terms across cities.

29This second assumption is useful in generating predicted values of energy usage. As we
explain below, to separately identify αm0 from the intercept of the selection correction function,
we need to extrapolate the control function to households for which the probability of choosing
a given location is equal to one. As state choice probabilities are closer to one than city choice
probabilities, using state choice probabilities reduces the range over which we extrapolate the
control function.
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state containing city j, and the interactions between the probability of choos-

ing the state containing city j and the probabilities of choosing the three largest

states.30 For estimates of the state choice probabilities, we use the same ap-

proach as Dahl. Specifically, we divide households into cells which vary in their

demographic characteristics and their state of birth and calculate state choice

probabilities as the proportion of households within each cell that chooses a given

state.

Finally, one complication arises because the intercept term αmj is not separately

identified from the intercept of the control function. We overcome this identifi-

cation issue by using the intuition of “identification at infinity” (Chamberlain,

1986; Heckman, 1990): suppose the econometrician observes households with de-

mographics X̂ and birth state B̂ such that Prob
(
j = argmaxj′ (Vij′) |X̂, B̂

)
= 1.

Since households with these characteristics choose location j with certainty, there

is no selection on unobservables for these households: E
[
umi |j = argmaxj′ (Vij′) , X̂, B̂

]
=

0. In terms of the selection correction function, this implies that Mm
j

(
P̂

st

iŜ

)
= 0,

where P̂
st

iŜ is the vector of choice probabilities where the probability of choosing

the state containing city j is equal to one and the probability of choosing all other

states is equal to zero. We first estimate equation (3). Then, we use the restriction

that Mm
j

(
P̂

st

iŜ

)
= 0 to back out the intercept of the selection correction equation

and thus αmj .31

Finally, after estimating the parameters of the energy usage functions, we

calculate predicted usage of energy type m as

Êm
j = α̂mj + β̂mj X̄,

30We show the sensitivity of our estimates to different choices of the correction function in
Online Appendix B.1.

31As a simple example, consider the case where Mm
j is specified as a first-order polynomial

of choosing the state in question: Mm
j

(
Pst
iŜ

)
= M0 + M1P

st
is(j), where P st

is(j) is the probability
of choosing the state containing city j. Then the intercept of this correction function M0 can
simply be calculated as M0 = −M1. Note that the identification at infinity argument relies
on the econometrican observing households for whom the probability of choosing the state in
question is close to 1. If we allow selection to occur at the city level within each state, we would
need to observe households for whom the probability of choosing a given city is close to 1. This
is a very strong assumption in the case of many cities, given that we only observe data on an
individuals state of birth, not their city of birth.
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where α̂mj and β̂mj denote parameter estimates and X̄ gives a vector of the mean

values of each demographic characteristic.

3.2 Selection-Corrected Predicted Usage and Emissions

CBSA Rank Emissions Gas Fuel Electricity Electricity Electricity

Emissions Emissions Use Conversion Emissions

(1000 lbs) (1000 lbs) (1000 lbs) (MwH) (1000 lbs/MwH) (1000 lbs)

Lowest

Honolulu, HI 1 14.24 0.00 0.00 9.36 1.52 14.24

Oxnard, CA 2 14.67 6.19 0.27 10.26 0.80 8.21

Riverside, CA 3 16.37 6.33 0.27 12.21 0.80 9.76

San Diego, CA 4 16.71 6.75 0.33 12.04 0.80 9.63

Los Angeles, CA 5 17.14 6.73 0.20 12.76 0.80 10.21

Sacramento, CA 6 17.96 7.72 0.47 12.23 0.80 9.78

Middle

Baton Rouge, LA 33 26.56 4.41 0.43 20.98 1.04 21.72

Birmingham, AL 34 26.86 5.79 0.21 20.15 1.04 20.86

Jacksonville, FL 35 26.90 0.62 0.06 25.92 1.01 26.22

New Orleans, LA 36 27.15 4.61 0.41 21.38 1.04 22.13

Pittsburgh, PA 37 27.41 12.02 2.43 11.73 1.11 12.97

Houston, TX 38 27.51 4.12 0.13 22.92 1.01 23.25

Highest

Tulsa, OK 65 40.21 12.47 0.28 21.60 1.27 27.46

Oklahoma City, OK 66 41.59 11.81 0.27 23.21 1.27 29.50

Indianapolis, IN 67 43.67 23.20 0.30 18.26 1.11 20.18

Memphis, TN 68 43.81 10.56 0.23 31.89 1.04 33.02

Omaha, NE 69 45.49 17.31 0.31 22.84 1.22 27.87

Milwaukee, WI 70 46.19 21.84 0.34 21.72 1.11 24.01

Table 1: Predicted CBSA level CO2 emissions by fuel type for the six lowest emissions cities, the
six median cities, and the six highest emissions cities in 2017. The third column (“Emissions”)
shows the sum of predicted CO2 emissions from natural gas, fuel oil, and electricity for the
CBSA. The next two columns show emissions from gas and fuel oil respectively, which are equal
to predicted usage multiplied by the appropriate emissions factor. The last three columns show
predicted electricity usage, the electricity emissions factor, and predicted electricity emissions,
equal to predicted electricity usage multiplied by the emissions factor.

The predicted yearly household usage and emissions from the 2017 aggregated

ACS for selected cities are shown in Table 1. To calculate these predicted emis-

sions, we multiply selection-correction predicted usage by the appropriate emis-

sions factors. We show results for the six lowest emissions cities, the six highest
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emissions cities, and the six median cities. The third column (“Emissions”) shows

the sum of predicted CO2 emissions from natural gas, fuel oil, and electricity for

the CBSA. Predicted household emissions vary considerably across cities. In Hon-

olulu, predicted emissions are slightly over 14 tons per year, whereas in Milwaukee

they are over 46 tons per year.

The next two columns show emissions from gas and fuel oil respectively, which

are equal to predicted usage multiplied by the appropriate emissions factor. Nat-

ural gas emissions are generally the largest in colder regions.32 Emissions from

fuel oil are generally quite small in magnitude compared to emissions from the

other two energy types. The last three columns show predicted electricity usage,

the electricity emissions factor, and predicted electricity emissions, which is equal

to predicted electricity usage multiplied by the emissions factor.

Spatial variation in household carbon emissions comes from multiple sources.

For example, power plants utilized in Memphis emit less CO2 than Oklahoma

City (1.04 lbs per MWh in Memphis compared to 1.27 in Oklahoma City). How-

ever, electricity usage in Memphis is so much higher than in Oklahoma City that

overall household emissions are higher in Memphis, despite greater consumption

of fuel oil and natural gas in Oklahoma City.33 Conversely, consider emissions

resulting from electricity in Houston compared to Tulsa. Households in Houston

use more electricity than those in Tulsa. However, power plants near Tulsa are

less carbon-efficient than those near Houston. Therefore, emissions from electric-

ity use are higher in Tulsa. This underscores an important feature of the data:

spatial variation in household electricity emissions is driven by both differences in

energy usage and heterogeneity in power plants across regions.

3.3 Energy Usage and Climate

To further understand the differences in energy usage across cities, we now exam-

ine the relationship between energy usage and climate. Figure 1 shows the CBSA

level relationship between average August temperature and predicted electricity

32In Section 3.3, as in GK, we show that colder winter temperatures are highly predictive of
natural gas usage.

33Since consumption of natural gas and fuel oil have the same conversion factor nationally, a
higher level of emissions in one city necessarily means a higher level of consumption.
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usage and between average January temperature and predicted natural gas usage.

Similar to Glaeser and Kahn (2010), we find strong relationships between tem-

perature and consumption of different fuel sources. Electricity usage has a strong

positive relationship with August temperature. Similarly, as January tempera-

ture increases, natural gas use decreases. Taken together, these results suggest

that differences in energy usage across cities are largely driven by differences in

climate.
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Figure 1: The left panel displays predicted natural gas usage and average January temperature.
The right panel displays predicted electricity usage and average August temperature. Tempera-
ture data was obtained from weather.com. Each point is a CBSA. Temperature corresponds to
the midpoint of the average minimum and maximum daily temperature recorded in the month
of interest. The size of each point reflects the population of the CBSA. Electricity usage is
measured in MWh and natural gas usage is measured in 1000 ft3.

3.4 Policy and Emissions

Spatial variation in household carbon emissions implies that any policy that affects

the spatial distribution of households will also impact national carbon emissions.

The primary policy we are interested in is land-use restrictions. Figure 2 shows a

scatterplot between CBSA-level predicted emissions and the Wharton Land-Use

Regulation Index. The Wharton Index is displayed on the horizontal axis; higher

values of this index correspond to tighter land-use restrictions. The vertical axis
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displays predicted per-household CO2 emissions, measured in pounds.34
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Figure 2: Predicted per-household CO2 emission measured in pounds and Wharton Lane Use
Index. Each circle is a CBSA; California cities are highlighted. The size of each circle reflects
CBSA population.

Generally, tighter land-use restrictions are associated with lower predicted

carbon emissions. In particular, California cities have very low predicted carbon

emissions due to a combination of temperate climate and clean power plants.

Cities in California also have very tight land-use restrictions, as measured by the

Wharton Index.

To be clear, the goal of this paper is not to explain what generates this rela-

tionship. Instead, our goal is to study the implication of this correlation, in the

sense that tight land-use restrictions inflate housing prices and incentivize individ-

uals to live away from California and other cities with low carbon emissions. We

34This statistic is the same as that displayed in the “Emissions” column of Table 1.
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proceed by building a spatial equilibrium model to quantify the effects of land-use

restrictions on national carbon emissions.

4 Model

We employ a static spatial equilibrium featuring heterogeneous households, with

endogenous wages and rents, similar to those used in Diamond (2016), Piyapromdee

(2019), and Colas and Hutchinson (2021). We extend this class of model by al-

lowing locations to vary by carbon and local pollutant output of regional power

plants and the marginal benefits of energy usage. Therefore, our model is able

to map changes in the distribution of households across locations to carbon and

local pollutant emissions.

Household sorting is a static, discrete choice—households choose the city which

provides the highest utility in terms of wages, rents, amenities, and energy prices.

Households purchase three energy types—electricity, natural gas and fuel oil—

which they use to produce energy services (e.g. air conditioning, home heating).

The utility benefit of energy services varies by city. For example, the benefit of

air conditioning (and thus electricity) is high in Memphis while the benefit of

home heating (and thus natural gas) is high in Minneapolis. Each location has an

upward sloping housing supply curve whose elasticity depends on local land-use

restrictions and the amount of land available for development. Cities with tighter

land-use restrictions will have more inelastic housing supply curves and higher

rents, all else equal. Competitive firms combine skilled and unskilled workers using

a CES production function to produce a numéraire consumption good. Thus, local

wages and rents are endogenous to the distribution of households across cities.

Changes in land-use restrictions across cities will change housing supply curves

across cities and impact the equilibrium distribution of households.35

As we show in Online Appendix A.1, emissions vary across household types.

We allow households in the model to vary in their education level, race, age

group, marital status, and whether or not the household has children. These

households types vary in their preferences over locations, energy services, and

housing. Within this demographic group, households also receive a premium for

35We define an equilibrium in this setting in Online Appendix A.6.
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living in cities close to their birth state. This allows for rich substitution patterns

in response to policy changes—a decrease in rents in San Francisco, for example,

will lead to larger inflows of households who are born in California. Finally,

households receive an idiosyncratic preference draw over each location, where the

variance of the draw depends on household demographics. Therefore, households

are imperfectly mobile across cities.

The amount of carbon emissions generated by a household varies for two rea-

sons in the model. First, the marginal benefit of each energy type varies by city.

Cities with a higher marginal benefit of energy usage will have higher levels of

energy usage, all else equal. Second, the production technology and carbon ef-

ficiency of power plants vary across NERC regions. Electricity used at a given

city must be produced by a power plant in the associated NERC region. There-

fore, electricity usage in cities located in NERC regions with more carbon-efficient

power plants will lead to lower emissions.

In addition to carbon emissions, household electricity usage also leads to emis-

sions of local pollutants and therefore deterioration in air quality – where we

explicitly focus on PM2.5 concentration as our measure of local air quality. We

construct a pollution-transfer matrix using a state-of-the-art source-receptor ma-

trix, the InMAP source-receptor matrix (ISRM) (Tessum, Hill, and Marshall,

2017; Goodkind et al., 2019).36 We use this pollution-transfer matrix to map

household electricity usage, and therefore PM2.5 emissions, in any given city to

ambient air quality in all cities in the model. In our baseline model, we do not

directly account for PM2.5 concentration in household utility. In Section 8.3 we

show that our results are very similar when we include PM2.5 concentration in

the utility function.37

36InMAP is a “reduced-complexity” air transport model. Other popular reduced complexity
models include COBRA (EPA, 2020) and APEEP (Muller and Mendelsohn, 2007). All of
these models make simplifiying assumptions around atmospheric chemistry equations to ease the
computational burden of estimating pollution transfer. More complex atmospheric dispersion
models such as HYSPLIT (Stein et al., 2015) and WRF-Chem generally perform better for
predicting pollution transfer over long-distances. However, the added complexity makes them far
more computationally expensive. InMAP performs similarly to many other reduced-complexity
models (Tessum, Hill, and Marshall, 2017) and is easy to implement, making it our preferred
method for modeling pollution transfer. See Hernandez-Cortes and Meng (2020) for a discussion
of the limitations of InMAP relative to HYSPLIT.

37Our model only endogenizes PM2.5 concentration arising from household electricity usage.
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4.1 Households

Let j index cities and i index households.38 Households are endowed with a de-

mographic type d, which includes the household head’s education, marital status,

race, whether or not they have children, and age group.39 Locations vary by

amenities, which we denote as λij. To solve their decision problem, the household

chooses a location j that yields maximal utility from consumption of the numeraire

c, housing H, and energy services Êm (such as heating or air-conditioning), and

from amenities.

We parameterize the household’s utility function as:

uij = αcd log c+ αHd logH +
∑
m

αmjd log Êm + λij, (4)

where αcd, α
H
d , and αmjd are parameters which scale the marginal benefit of con-

sumption, housing and energy services. We set αcd = 1 for each demographic

group d to normalize for scale. αmjd varies across cities to reflect differences in

the marginal benefit of energy services across cities (perhaps due to differences in

weather).40

We assume energy services are produced by the household using a fixed pro-

portions energy production function which maps energy types into energy services.

Let Em denote usage of energy type m, where m ∈ {Elec,Gas, Fuel}. The energy

service production function takes the form:

Êm = f (xm) = amEm, (5)

The changes in PM2.5 arising from household electricity usage are small relative to differences
in total PM2.5 concentrations across cities.

38In Section 5, we introduce t subscripts to indicate which variables and parameters vary over
time. We omit these t subscripts for clarity as we present the model.

39 We divide households into two age groups based on the age of the household head. House-
holds with heads over 35 years old are defined as “older” households.

40 In Section 3.3, we show that local temperature is highly predictive of energy usage. We
assume that these parameters are not a function of the local population or population density.
In Online Appendix A.5, we provide evidence that the population is not a significant predictor
of energy demand. Fragkias et al. (2013) come to a similar conclusion. Further, we assume that
land-use restrictions do not directly affect energy use. Some targeted land-use restrictions, such
as urban growth boundaries or endangered species habitats, may have positive environmental
effects. See Lawler et al. (2014), for example, for a discussion.
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where am is a parameter that maps units of energy into energy services.

Substitution of (5) into (4) yields:

uijt = log c + αHd logH +
∑
m

αmjd logEm + λij + C, (6)

where C =
∑

m α
m
jd log am is an additive constant that does not depend on the

household’s choices.

The households’ budget constraint is given by:

Ijd = c +RjH +
∑
m

Pm
j E

m,

where Ijd is the income level of a household of demographic d living in city j and

Em is usage of energy type m. Rj and Pm
j represent the prices of housing and the

price of energy of type m in city j. We normalize the price of consumption of c

to one.

We decompose the amenity term, λij, into five distinct components. In par-

ticular, we let:

λij = γhpd I (j ∈ Bi) + γdist
d φ (j, Bi) + γdist2

d φ2 (j, Bi) + ξjd + σdεij, (7)

where I (j ∈ Bi) is an indicator for location j being in the head of household i’s

birth state, φ (j, Bi) and φ2 (j, Bi) are the distance and squared distance, respec-

tively, between the household head’s birth state and location j. ξjd is a shared

unobservable component of amenities and εij is an idiosyncratic preference shock

with dispersion parameter σ. Differences in εij across individuals and cities reflect

unobservable variation in attachment to a location that an individual might have.

We assume that εij follows a Type 1 Extreme Value distribution.41 We make an

important assumption that unobserved amenities, ξjd, are taken as exogenous and

are not a function of land-use restrictions, as is relatively standard.42

41We do not allow for the possibility of endogenous amenities, as in Diamond (2016). We
also refrain from directly modeling the effects of carbon emissions on household’s utility. Our
model only includes US households, and therefore cannot reliably capture the full social cost of
carbon. In Section 8.3, we consider an extension in which local pollutants enter the household
utility function.

42See Hsieh and Moretti (2019), Piyapromdee (2019), or Colas and Hutchinson (2021), for
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Solving the household’s maximization problem yields constant income shares

on housing and energy of all types. We write a household of demographic group

d’s optimal choice of housing, conditional on living in a city j as,

H?
jd =

αHd Ijd
αjdRj

where, to simplify notation, we define αjd ≡ 1 + αHd +
∑

m α
m
jd. Optimal usage of

energy type m is also a constant fraction of income:

Em?
jd =

αmjdIjd

αjdPm
j

. (8)

We then solve for the indirect utility function associated with location j:

Vij = (αjd) log Ijd − αHd logRj −
∑
m

αmjd logPm
j + λij, (9)

where we drop additive constants which have no affect on household decisions.

The household’s problem can be thought of as a discrete choice over all the lo-

cations, conditional on optimal housing and energy consumption. Given that the

idiosyncratic preference draws are distributed as Extreme-Value Type I, we can

write the probability that a household i chooses a location j as

Pij =
exp

(
V̄ij/σd

)∑
j′∈J exp

(
V̄ij′/σd

) , (10)

where V̄ij = Vij − σdεij is the household’s indirect utility of choosing location j

minus the idiosyncratic preference draw. We write the total number of households

of demographic d who choose to live in location j as Njd.

example. Diamond (2016) and Herkenhoff, Ohanian, and Prescott (2018) allow amenities to be
endogenous to household composition, but not land-use restrictions directly. This assumption
is supported by the findings in Albouy and Ehrlich (2018), who find that land-use restrictions
increase the cost of housing production without improving local quality of life. Clearly, some
land-use restrictions, such as park systems, have a direct positive effect on amenities. We can
think of our counterfactuals here as the relaxation restrictions that do not have a large direct
effect on local amenities.
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4.2 Energy Production and Emissions

Carbon Emissions We allow for three types of energy in our analysis: natural

gas, fuel oil, and electricity. We assume fuel oil and natural gas are purchased on

an international market and treat the supply for these types of energy as perfectly

elastic. We assume that the carbon byproduct of fuel oil and natural gas are

constant regardless of where energy is consumed. Total household emissions of

CO2 from natural gas and fuel oil in city j is the sum of usage of the energy type

multiplied by the appropriate conversion factor:

CO2
m
j = δ̂m

∑
d

NjdE
m
jd, m ∈ {Gas, Fuel} ,

where
∑

dNjdE
m
jd is the total amount of fuel of type m consumed by people living

in city j and δ̂m is the amount of CO2 emissions per unit of fuel of type m.

We assume electricity is generated across NERC regions in the United States

and then is transmitted to local labor markets within those regions.43 Within each

NERC region, perfectly competitive power plants produce electricity.44 In our

baseline specification, we assume that the marginal cost of energy production is

constant.45 In Section 8.2, we consider a model extension with increasing marginal

cost. The results are qualitatively similar in both cases. We allow the conversion

factor for electricity to vary by NERC region to reflect geographic variation in the

carbon intensity of power plants.46 For example, a larger percentage of power in

the Western NERC region (WECC) comes from hydroelectric dams, whereas the

Southern NERC region (SERC) relies more heavily on coal power.

43As noted by Holland et al. (2016) and Zivin, Kotchen, and Mansur (2014), trading across
NERC regions can bias estimates of marginal damages from electricity production. As the
WECC Nerc region happens to overlap with the western-interconnection, and our main coun-
terfactual induces migration into California (part of the WECC region), our results are likely
robust to aggregating electricity markets to the NERC or Interconnection level.

44Electricity is a homogeneous good with a large number of with many producers. However,
when transmission constraints bind, generation companies may have local market power. See
Joskow and Tirole (2000) for a discussion.

45The short run supply of electricity is often modeled as a dispatch curve with constant
marginal or linear marginal cost curves. However, as we are considering a long-run equilibrium,
the supply curve is given by the long run marginal cost curve, allowing for the construction of
new reactors or the entry of new plants.

46Note that δ̂m for fuel oil and natural do not vary by location as conversion factors for these
types of fuel are independent of location.
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Let δ̂mR represent the conversion factor of electricity to CO2 emissions in NERC

region R and let R (j) map cities to their corresponding NERC regions. We write

CO2 emission resulting from electricity usage in CBSA j as

CO2
m
j = δ̂mR(j)

∑
d

NjdE
m
jd, m ∈ {Elec} .

For simplicity, we use the following notation for emissions factors:

δmj =

δ̂m m ∈ {Gas, Fuel}

δ̂mR(j) m ∈ {Elec}
.

Concretely, the emissions factors for natural gas and fuel-oil are location-independent,

while the emissions factors for electricity are constant within (but not across)

NERC regions. Local CO2 emission of each energy type m can then be written as

CO2
m
j = δmj

∑
d

NjdE
m
jd.

We can then write national emissions from each energy type m as: COm
2 =∑

j CO2
m
j , and national emissions across all energy types is simply the sum of

the energy specific emissions levels, CO2 =
∑

m COm
2 .

Next we can examine how the distribution of households across cities affects

the level of national carbon emissions.47 We rewrite national emissions in terms

of the covariance between the distribution of households and the efficiency of local

electricity usage multiplied by the local energy usage:

CO2 =
∑
m

∑
d

(
J · Cov

(
Njd, E

m
jdδ

m
j

)
+NdE

[
Em
jdδ

m
j

])
,

where Nd, the total number of households of group d, and J , the total number

of cities, are both model primitives. The expectation E
[
Em
jdδ

m
j

]
is taken over

cities j. National emissions are increasing in the covariance of population and

the product of energy usage and energy conversion factors. Therefore, policies

that lead households to live in cities that are associated with higher energy usage

47The main cost of carbon emissions are felt globally and not modeled directly here.
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and less carbon-efficient power plants will lead to increases in national carbon

emissions.

As demonstrated in Section 3.4, the tightness of land-use restrictions is nega-

tively correlated with local predicted CO2 emissions levels. Furthermore, tighter

land-use restrictions increase local rents and, in equilibrium, lead to lower popula-

tion levels in these cities. In Section 7, we examine the quantitative implications

of this relationship between land-use restrictions, energy demand, and power plant

technology on national carbon output.

Local Pollutants In addition to carbon emissions, the model features local pol-

lutants. We focus on Particulate Matter of 2.5 micrometers or smaller (PM2.5) as

our primary measure of local pollution. We focus on particulate matter emissions

from electricity only, as natural gas emits a negligible amount of PM2.5 (EPA,

2019).48 In the model, we distinguish between PM2.5 emissions (measured in

tons/year) and PM2.5 concentration (measured in micrograms per cubic meter

(measured in µ/m3).

While PM2.5 is considered a local pollutant because it has negative conse-

quences for those directly exposed, emissions of PM2.5 from a given location can

impact air quality locally, regionally, and nationally. PM2.5 emissions are highly

transportable; Morehouse and Rubin (2021) estimate that roughly 90% of par-

ticulate matter emissions from coal-power plants leave the state in which they

were emitted within 48 hours. Electricity demand in California, for example, will

lead to an increase in PM2.5 emitted from power plants in the associated WECC

NERC region. These additional emissions affect air quality not only in California

but potentially all western states and—to a lesser extent—the rest of the United

States.

To map emissions of PM2.5 from a given NERC region to concentration of

PM2.5 for each city in the model, we employ a state-of-the-art “source-receptor”

(SR) matrix derived from a recent integrated assessment model, the Intervention

Model for Air Pollution (InMAP) (Tessum, Hill, and Marshall, 2017; Goodkind

et al., 2019). The entries of the SR matrix provided by InMAP (henceforth

48Furthermore, fuel-oil is used by households in relatively few states and will not have first
order consequences for overall PM2.5 concentration.
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ISRM) are “transfer coefficients” – which give the marginal impact of particulate

matter emissions (measured in tons/year) in any given location on the ambient

concentration (measured in µ/m3) in any other location. ISRM accounts for

power-plant stack height, the velocity at which the particles were emitted, and

local atmospheric conditions. We use ISRM to construct a “pollution-transfer”

matrix, where each entry gives the conversion factor between electricity produced

in NERC region R (measured in MWh) to pollution in CBSA j (again, measured

in µ/m3). With this matrix in hand, we can estimate the extent to which changes

in household energy demand lead to changes in ambient air quality.49 Let P denote

this pollution-transfer matrix, and let Eelec give the vector of household electricity

produced in each NERC region. The contribution of household electricity usage

to PM2.5 concentration in each CBSA is given by:

PMendog = Eelec × P. (11)

A given element of this vector, PM endog
j , gives the concentration of PM2.5 in a

city that arises from (national) household energy usage.

In addition to emissions from household electricity usage, PM2.5 can origi-

nate from many sources (EPA, 2019).50 To account for this, we assume that

PM2.5 concentration in a given city is the sum of PM2.5 concentration resulting

from household electricity usage and PM2.5 produced by other sources, which we

assume to be invariant to household location choices. Concretely, letting PMj

denote the overall level of PM2.5 in city j, we assume

PM j = PM j + PM endog
j , (12)

where PM j is the fixed, city-level pollution.

4.3 Housing Supply

Each city has an upward sloping housing supply curve. The elasticity of the

housing supply curve is allowed to vary by city as a function of the amount of

49For details on this procedure, see Online Appendix A.10.
50Furthermore, household energy consumption form a relatively small proportion of total

PM2.5 emissions—for details see Online Appendix B.3.
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available land and the strictness of land-use restrictions. Specifically, we follow

Kline and Moretti (2014) and parameterize the inverse housing supply curve in

city j as:

Rj = zjH
kj
j , (13)

whereHj is quantity of housing supplied, zj is a scale parameter, and kj is a param-

eter equal to the inverse elasticity of the housing supply curve
(

i.e.,
∂ logRj

∂ logHjt
= kj

)
.

Taking logs of (13), we obtain

log(Rj) = kj log(Hj) + log(zj). (14)

The term kj plays a crucial role in our analysis. Higher values of kj imply more

inelastic housing supply curves and higher rent levels. Therefore, cities with higher

values of kj will have lower equilibrium population levels, all else equal.

As shown by Saiz (2010), local land-use restrictions, as measured by the Whar-

ton Land Use Index, and the fraction of land that is unavailable for development

due to geographic constraints are strong determinants of more inelastic housing

supply curves. We follow Saiz (2010) and parameterize kj as a function of land-use

restrictions and geographic constraints:

kj = ν1 + ν2ψ
WRI
j + ν3ψ

GEO
j ,

where ψWRI
j is the Wharton Land Use Index and ψGEOj measures the amount

of land that is unavailable for development due to geographic restrictions.51 A

higher value of ν2 implies that cities with tighter land-use restrictions will have a

more inelastic housing supply. As shown in Section 3.4, cities with higher values

of ψWRI
j generally have lower carbon emissions per household. In the model, this

disincentivizes households from living in cities with low carbon emissions.

Specifically, given that the idiosyncratic preferences draws are distributed as

Extreme-Value Type I, the partial equilibrium elasticity of location choice with

51Another option would be to use a more dissagregated measure of land-use restrictions.
This would allow us to decompose the effects of various types of land-use restriction on carbon
emissions.
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respect to rents is approximately equal to:52

∂ logPij
∂ logRj

≈ −α
H
d

σd
.

We can solve for the partial equilibrium effect of a household’s choice probability

with respect to land-use restrictions as

∂ logPij
∂ψWRI

j

≈ −ν2
αHd
σd

log(Hjt).

The partial equilibrium effect of land-use restrictions is proportional to the expen-

diture share on housing and the importance of land-use restrictions in dictating

the housing supply elasticity ν2, and inversely proportional to σd, the dispersion

in the idiosyncratic preference draw. Higher values of σd imply household loca-

tion choices are less responsive to changes in rents; thus, variation in land-use

restrictions will have smaller effects on household sorting.

4.4 Wages

Perfectly competitive firms in each city combine skilled and unskilled labor in

a CES production function to produce the numéraire consumption good, where

we define household heads with a college degree as skilled and household heads

with less than a college degree as unskilled.53 Therefore, wages for skilled and

unskilled workers in each city are determined endogenously by the ratio of skilled

to unskilled workers. Specifically, firms use a combination of skilled (S) and

unskilled labor (U), as inputs in the following production function:

Yj = Aj[(1− θj)U
ς−1
ς

j + θjS
ς−1
ς

j ]
ς

ς−1 , (15)

where Uj and Sj are defined as the total efficiency units of labor supplied by

unskilled and skilled workers in city j, respectively. Aj is the total factor pro-

52Differentiating Pij with respect to rents yields
∂ logPij

∂ logRj
= −α

H
d

σd
(1− Pij) ≈ −α

H
d

σd
for small

values of Pij .
53Data on energy usage by firms are generally less readily available than data on household

energy usage. As such, we choose to focus on household emissions. Glaeser and Kahn (2010)
argue that commercial energy use and household energy use are likely to be highly correlated.
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ductivity in city j and θj is the relative factor intensity of skilled workers. The

elasticity of substitution between skilled and unskilled workers is given by ς.54

Firms take wages as given and choose skilled and unskilled labor quantities to

maximize profits. We derive labor demand curves as a result of the firms skilled

and unskilled labor first order conditions for profit maximization:

Wjs =Aj

(
Yj
Aj

) 1
ς

θjS
− 1

ς

j

Wju =Aj

(
Yj
Aj

) 1
ς

(1− θj)U
− 1

ς

j ,

(16)

where Wjs and Wju are the wage rates for skilled and unskilled labor, respectively.

Within education groups, demographic groups are perfectly substitutable in

production but vary in their productivity and therefore supply different amounts

of efficiency units of labor. Income levels for an individual household are given by

the number of efficiency units of labor supplied by the household multiplied by

the appropriate wage rate. Income for a household of demographic group d living

in city j is given by Ijd = Wju`d for unskilled workers and Ijd = Wjs`d for skilled

workers, where `d represents the number of efficiency units supplied by agents of

demographic group d.

5 Estimation

In this section, we describe our estimation procedure. We focus most of our

exposition on the estimation of household location choice and energy use param-

eters. Estimation of the housing supply and production are relatively standard

and details are therefore relegated to online appendices A.8 and A.9. The carbon

emissions factors are calculated as in Section 2.55 We choose to use the 70 largest

54One straightforward way to introduce capital into the model is the assume that
production is Cobb-Douglas in capital and a CES labor supply such that Yjt =

AjtK
η
jt

(
[(1− θj)U

ς−1
ς

j + θjS
ς−1
ς

j ]
ς

ς−1

)1−η

where η is a parameter. If capital supply is perfectly

elastic, this production function implies wage equations that are equivalent to those here. See
Colas (2019) for details.

55That is, we assume 117 lbs of CO2 emitted per thousand cubic feet of natural gas consumed
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CBSAs, as defined by population in 1980. These 70 locations make up approx-

imately 55% of the entire US population in 2017. We map individuals that do

not live in one of these 70 areas into their corresponding census division, creating

nine additional choices.

Note that by defining our locations as CBSAs, we are abstracting from house-

hold location choices across municipalities or neighborhoods within CBSAs. While

neighborhoods or municipalities within a CBSA may differ in many dimensions,

they are unlikely to differ substantially in their associated carbon emissions be-

cause climate and the set of power plants where electricity is produced are rela-

tively constant within a given CBSA.

5.1 Households

We estimate household preferences using the two-step “BLP” procedure using

repeat cross-sectional data from the 1990 Census, 2000 Census, 2010 aggregated

ACS, and 2017 aggregated ACS (Berry, Levinsohn, and Pakes, 2004).56 As we

estimate household preferences using multiple cross sections of data, we introduce

t subscripts to indicate which variables and parameters vary over time and which

parameters are assumed to be constant over time. We rewrite the household’s

indirect utility function as

Vijt = (αjd) log Ijdt − αHd logRjt −
∑
m

αmjd logPm
jt + γhpdt I (j ∈ Bi) +

γdist
dt φ (j, Bi) + γdist2

dt φ2 (j, Bi) + ξjdt + σdεijt.

(17)

Therefore, the set of parameters to be estimated are αHd and αmjd, the parame-

ters governing the budget shares of consumption, housing and energy spending,

respectively; γhpdt , γdist
dt and γdist2

dt , the parameters governing the strength of home

premium and the disutility of living further away from one’s birth state; ξjdt, the

and 17 lbs of CO2 emitted per gallon of fuel oil consumed. We calculate the weighted average
CO2 emissions of all plants in a NERC region. We then assign each of the CBSAs to a NERC
region, thus assigning all individuals in our sample a carbon emissions factor for electricity.

56This estimation procedure has been utilized extensively in the urban economics literature,
for example by Diamond (2016), Piyapromdee (2019), and Colas and Hutchinson (2021).
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unobserved city-level amenities; and σd, the parameters that govern the variance

of idiosyncratic preference draws.

It will be useful to express indirect utility as the sum of the component of utility

that varies by household and the “mean utility” that is constant for households

of a given demographic group. Dividing (17) by σd, we can write indirect utility

as

V̂ijt = µjdt + γ̂hpdt I (j ∈ Bi) + γ̂dist
dt φ (j, Bi) + γ̂dist2

dt φ2 (j, Bi) + εijt, (18)

where

µjdt =
(αjd)

σd
log Ijdt −

αHd
σd

logRjt −
∑
m

αmjd
σd

logPm
jt + ξ̂jdt (19)

and where “hatted” parameters represent a given parameter divided by σd. Using

(19), we write the probability that an household i chooses a location j as

Pijt =
exp(µjdt + γ̂hpdt I (j ∈ Bi) + γ̂dist

dt φ (j, Bi) + γ̂dist2
dt φ2 (j, Bi))∑

j′∈J exp
(
µj′dt + γ̂hpdt I (j′ ∈ Bi) + γ̂dist

dt φ (j′, Bi) + γ̂dist2
dt φ2 (j′, Bi)

) . (20)

In the first step of estimation, we estimate the birth state premium parameters

and the mean utility via maximum likelihood. The log-likelihood function is given

by

L(γ̂hpdt , γ̂
dist
dt , γ̂

dist2
dt , µjdt) =

∑
i∈Setd

∑
j

Iij log(Pijd), (21)

where Iij is an indicator equal to one if individual i lives in location j and zero

otherwise and Setd is the set of households in demographic group d.57

In the second step of estimation, we decompose the mean utility terms, µjdt.

First, we define α̃mjd =
αm
jd

αjd
. Given the Cobb-Douglas utility function, the expendi-

ture share on fuel type m of demographic group d in city j is given by
Em

jdP
m
j

Ijd
= α̃mjd.

We first choose the α̃mjd parameters to match the expenditure share on each fuel

type by each demographic group in each city. Specifically, we calculate the ex-

penditure share on each type of fuel by city and demographic group using our

57Computationally, we invert the choice probabilities using the contraction mapping in Berry
(1994) to obtain the unique mean utility associated with every guess of the parameter vector

[γ̂hpd γ̂dist
d γ̂dist2

d ].
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selection-corrected energy usage estimates from Section 3.1.58

As we show in Online Appendix A.11, we can rewrite mean utility as

µjdt = βwd Ĩjdt + βrd logRjt + ξ̂jdt, (22)

where Ĩjdt =
log Ijdt−

∑
m(α̃m

jd logPm
jt )

1−
∑

m α̃m
jd

, βwd =
(1+αH

d )
σd

, and βrd = −(αH
d )
σd

. We refer

to Ĩjdt as “energy-budget adjusted income”. This is a household’s log income

after adjusting for the fact that 1) the fraction of income that is spent on energy

depends on local energy prices, and 2) income is more valuable in locations with

high marginal utility of energy.

To limit the number of parameters to be estimated, we place additional restric-

tions on αHd and σd. As we show in Online Appendix A.1, conditional on location,

a household’s marital status, presence of children, and age of the household head

are the most important determinants of emissions. Conditional on these charac-

teristics, the education level and race of the household head play only a minor role

in determining emissions. As such, we allow the σd and αHd parameters to vary by

household marital status and the presence of children.59 Therefore, we can write

these parameters as αHMarr,Child and σMarr,Child and let βwMarr,Child =
(1+αH

Marr,Child)
σMarr,Child

and βrMarr,Child = −(αH
Marr,Child)
σMarr,Child

.

Plugging in these parameter restriction and taking first differences of (22) over

our four datasets yields our estimation equation:

∆µjdt = βwMarr,Child∆Ĩjdt + βrMarr,Child∆ logRjt + ∆ξjdt. (23)

In general, we expect that changes in unobserved amenities, ∆ξjdt, will be corre-

58That is, we use the estimates of selection-corrected emissions from Section 3.2 and calcu-
late demographic specific energy usage as Emj = α̂mj + β̂mj Xd, where Xd gives the vector of
demographic characteristics of households in group d. We discuss the implications of using the
selection-corrected estimates for the counterfactuls in Section 8.5.

59Many papers in the literature focus on differences in mobility by education group, rather
than by marital status and the presence of children (e.g. Bound and Holzer (2000) or Diamond
(2016)). However, since education is not a strong predictor of household emissions, we found it
much more important to focus on marital status and the presence of children, which play a large
role in determining household emissions. We also considered specifications in which we allowed
these to vary by marital status, the presence of children, and age of the household head. These
results are included in Online Appendix B.4.
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lated with changes in rents, ∆ logRjt, and adjusted incomes ∆Ĩjdt. For example,

consider an increase in unobservable amenities in city j: this will increase utility

directly and induce households into city j. Mechanically, this leads to an increase

in housing demand, and as a result equilibrium rents rise, thus causing a change

in ∆ logRjt. A similar argument can be made for adjusted income. As such, we

estimate (23) via two-step GMM, using instrumental variables to deal with these

endogeneity issues.60

First, we use the measure of labor-demand shifts introduced by Katz and

Murphy (1992) to generate variation in income across cities.61 The instrument

interacts historical industry concentration patterns at the city level with national

changes in hours worked across industry. Formally, letting ι index industries, and

letting e(d) denote the education group associated with demographic group d, the

Katz-Murphy index for city j from the previous period t′ to the period in question

t can be written as

∆Zjdt =
∑
ι

ω1980
ιje(d)

(
Hoursι,e(d),−j,t − Hoursι,e(d),−j,t′

)
,

where ω1980
ιje(d) is the share of total hours worked in industry ι in city j by education

group e(d) in 1980 as a share of total hours worked in city j by education group

e(d) in 1980. Hoursι,e(d),−j,t is the national hours worked in industry ι, education

e(d), for all cities besides city j. Therefore, the term in parentheses gives the

change in national hours worked in industry ι between the current time period

and the previous time period. Cities with historical concentrations of growing

industries will generally experience increases in income while cities with declining

industries will experience decreases in income. The income changes generated by

this instrument are assumed to be uncorrelated with ∆ξjdt, changes in city-level

unobservable amenities.62

To generate variation in rents, we also include the ψWRI
j , our measure of land-

60Estimates via two-stage least squares, continuously updating GMM and limited information
maximum likelihood are very similar.

61The instrument has been used as an instrument for cross city wage changes in Piyapromdee
(2019) and Notowidigdo (2013).

62See Goldsmith-Pinkham, Sorkin, and Swift (2020) for a discussion of identification with
“Bartik”-style instruments.
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use restrictions, and the interaction between the Katz-Muphy index and ψWRI
j

as instruments. In essence, cities with tighter housing supply restrictions and

therefore more inelastic housing supply curves will experience larger changes in

rents, especially in response to changes in population. As an example, if two

cities experience a positive labor-demand shock, captured by a positive value of

the Katz-Murphy index, the city with the more inelastic housing supply curve

will experience a larger rent increase. This variation in rents is assumed to be

uncorrelated with changes in unobservable amenities.63

5.2 Particulate Matter Concentration

Next, we estimate the fixed level of PM2.5, PM j, in each city. Recall from (12)

that total particulate matter concentration in a city, PM j, is equal to the sum

of particulate matter that is endogenous to household location choices and PM j,

the level of particulate matter arising from other sources. We measure PM j

using data on the overall level of ambient particulate matter concentration for

each CBSA from the EPA’s Air Quality Systems data. With the total level and

endogenous component in hand, the exogenous component of particulate matter

concentration can be calculated as

PM j = PM j − PM endog
j .

6 Parameter Estimates and Model Validation

Location Choice Parameters Table 2 shows our estimates of βwd and βrd,

the parameters which determine the location choice elasticities with respect to

adjusted income and rents. The first column provides estimates for single house-

holds, the second for married households without children, and the third column

provides estimates for married households with children. We estimate that βwd and

βrd are largest in magnitude for single households, and lowest for married house-

holds with children, implying that single households will be the most responsive

in their location decisions to changes in policy. This heterogeneity in location

63We consider alternative instruments and parameterizations in Online Appendix B.4.
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choice elasticities has important implications for the effects of relaxing land-use

restrictions in California. In particular, this implies that single households will be

the most likely to move to California in response to this policy change. However,

as we demonstrate in Online Appendix A.1, single households have the lowest

average carbon emissions of these three groups while married households with

children have the largest. Households who are the most mobile also have the

smallest impact on carbon output.

Married

Single No Children With Children

βw: Adjusted Income 15.09 11.72 7.33

(2.80) (2.19) (1.47)

βr: Rent -9.03 -6.90 -4.82

(2.40) (1.89) (1.29)

σ: Idiosyncratic Component 0.17 0.21 0.40

(0.03) (0.04) (0.11)

αH : Housing Parameter 1.49 1.44 1.92

(0.48) (0.48) (0.73)

Cragg-Donald Wald F Statistic 8.09 8.28 8.57

Table 2: Parameter Estimates. Standard errors in parentheses.

To the best of our knowledge, we are the first paper to estimate these parame-

ters by marital status and by the presence of children. Therefore, it is difficult to

directly compare our estimates to those in the literature. However, it is reassuring

that the magnitude of our location choice elasticities are similar to those in Colas

and Hutchinson (2021) and only slightly larger than those in Diamond (2016),

who estimate parameters which vary by education but not by marital status or

presence of children.64

The next rows of Table 2 translate these estimates to estimates of αHd and

σd.
65 We can use these parameters to calculate the budget share of housing for

64One concern is that we might suffer from a slight weak instruments problem as is relatively
common in this literature. We assess the robustness of our key results to these parameter
estimates in Section 8.1.

65This parameters cannot be directly compared with similar parameters in Colas and Hutchin-
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each demographic group in each city as
αH
d

αjd
. We find an average budget share of

housing across household groups of .49, which is consistent with what has been

previously estimated in the literature.66

Birth State Premium Online Appendix B.7 gives the estimates of γhpdt , γdist
dt

and γdist2
dt , the parameters governing the strength of home premium and the disu-

tility of living further away from one’s birth state, for each year. For all years

and demographic groups, households receive a large utility premium for choosing

a location in their birth state. The utility value of a location is decreasing and

convex in distance from birth state for all demographic groups.

Amenities Table 3 provides selected estimates of ξjdt, the shared unobservable

component of amenities, for the year 2017. Recall that this parameter is allowed

to vary by demographic group d and location j, meaning we estimate a separate

value of ξjdt for each of our 24 demographic groups in each of our 79 locations

for each year of our data. Table 3 displays the five cities with the highest and

lowest values of ξjdt for households in the younger age group that vary in their

race, education level, marital status, and the presence of children. The estimates

for households with older household heads are similar and are included in Online

Appendix B.8.

Across demographic groups, Miami, Los Angeles, and Seattle consistently rank

among the highest amenity cities while upstate New York cities generally have low

amenities. There is also interesting heterogeneity across demographic groups—

Portland is especially popular among educated white households, while Honolulu

is more popular among minorities. Our estimates of ξjdt can be compared to

estimates of “Quality of Life” from the urban economics literature.67 Compared to

Albouy (2012), our estimates assign slightly higher amenities to higher population

son (2021), Piyapromdee (2019), or Diamond (2016) as αH here does not equal the budget share

of housing. Here, the budget share of housing is given by
αH

d

αjd
.

66For example, Suárez Serrato and Zidar (2016) estimate a budget share of housing of 0.3,
using data from the Consumer Expenditure Survey, Moretti (2011) estimates a budget share of
housing of .41 using Census data and Diamond (2016) calibrates an expenditure share of local
goods of 0.62.

67E.g. Blomquist, Berger, and Hoehn (1988), Kahn (1995), or Albouy (2012). See Lambiri,
Biagi, and Royuela (2007) for a review.
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Panel (a): White College or more Less than College

Rank Single (no kids) Married (with kids) Single (no kids) Married (with kids)

1 Portland, OR Portland, OR San Diego, CA Seattle, WA

2 Miami, FL Miami, FL Miami, FL Portland, OR

3 Los Angeles, CA Seattle, WA Portland, OR Los Angeles, CA

4 San Diego, CA Los Angeles, CA Seattle, WA Honolulu, HI

5 Seattle, WA San Diego, CA Oxnard, CA San Diego, CA

66 Memphis, TN Memphis, TN Springfield, MA Memphis, TN

67 Youngstown, OH Worcester, MA Worcester, MA Springfield, MA

68 Syracuse, NY Springfield, MA Albany, NY Worcester, MA

69 Springfield, MA Syracuse, NY Rochester, NY Albany, NY

70 Worcester, MA Youngstown, OH Syracuse, NY Syracuse, NY

Panel (b): Non-white College or more Less than College

Rank Single (no kids) Married (with kids) Single (no kids) Married (with kids)

1 Honolulu, HI Los Angeles, CA Los Angeles, CA Los Angeles, CA

2 Los Angeles, CA Honolulu, HI Miami, FL Honolulu, HI

3 Miami, FL Seattle, WA San Francisco, CA Seattle, WA

4 Portland, OR Miami, FL San Diego, CA San Francisco, CA

5 San Diego, CA San Francisco, CA Seattle, WA Portland, OR

66 Rochester, NY Knoxville, TN Springfield, MA Springfield, MA

67 Scranton, PA Milwaukee, WI Syracuse, NY Albany, NY

68 Milwaukee, WI Syracuse, NY Albany, NY Syracuse, NY

69 Youngstown, OH Springfield, MA Milwaukee, WI Rochester, NY

70 Springfield, MA Youngstown, OH Rochester, NY Milwaukee, WI

Table 3: Demographic group city ranks according to the shared, unobservable component of
amenities for households with younger household heads.

cities relative to lower population cities. Consistent with Kahn (1995), we find

that Los Angeles and San Francisco have higher amenities than Chicago and

Houston in each year.

Model Fit Next, we assess how well our model fits the data. The results from

2017 are summarized in Figure 3. Panel (a) shows the log number of households in

each city in the data and the baseline simulation. Each circle represents a CBSA.

Given that we estimate a separate unobserved amenity value for each demographic

group and each city (ξjdt), we can match these moments exactly. Next, we plot

the simulated and observed log average distance between an agent’s birth state

and chosen city for each CBSA. The results are displayed in panel (b) of Figure

3. Each circle represents a CBSA, and the size of the circle is proportional to its

population. The model fits this aspect of the data fairly well.

Panels (c) and (d) of Figure 3 show the predicted and actual average usage

of natural gas and electricity in each city. As we allow the benefit of energy
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(a) Population by City (b) Average Distance

(c) Natural Gas (d) Electricity

Figure 3: Model fit results. Each circle represents a CBSA. Panel (a) shows the log number of
households in each city in the data and the baseline simulation. Panel (b) plots the simulated
and observed log average distance between an agent’s birth state and chosen city for each city.
The size of the circle is proportional to a city’s population. Panels (c) and (d) show the predicted
and actual average usage of natural gas and electricity in each city.

usage (αmjdt) to vary by city and demographic group, we can match these moments

exactly.

7 Counterfactuals

In this section, we use the estimated model to simulate changes in land-use re-

strictions. The results of the counterfactuals are summarized in Table 4. The

first column shows the population distribution, fuel usage, emissions, and income

in the baseline specification, with all parameters set at their baseline levels. The
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following columns present these statistics in each counterfactual.

(1) (2) (3)

Baseline Relax Cali Relax All

I. Percent Total Population

California Cities 9.1 11.0 7.2

Other West 13.6 13.1 17.8

Midwest 22.2 21.7 9.3

South 37.3 36.6 23.1

Northeast 17.9 17.6 42.6

II. Mean Usage

Gas (1000 cubic feet) 74.4 74.2 74.9

Electricity (MW h) 17.1 17.0 15.8

Fuel Oil (gallons) 60.4 59.5 138.6

III. Mean Emissions (lbs of CO2)

Gas 8711 8686 8772

Electricity 16331 16211 13242

Fuel Oil 1622 1598 3723

Total 26664 26495 25737

(%) 100 99.4 96.5

IV. Income (Relative to Baseline)

Skilled 100.0 100.5 113.0

Unskilled 100.0 100.0 100.4

All 100.0 100.2 104.8

Table 4: Counterfactual results. Each panel shows the simulated percent of the total population
living in various geographic areas, mean energy usage, mean emissions, and mean income in
each specification. See text for details on each simulation.
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7.1 Relaxation of Land-Use Restrictions in California

California Senate Bill 50—which recently failed in the California legislature—

would have overridden tight land-use restrictions in California cities. In this sec-

tion, we examine the effects of California adopting such a policy and relaxing

local land-use restrictions. As shown in Section 2, California cities are among the

most carbon efficient in the country. However, they also have very tight land-use

restrictions—San Francisco and Los Angeles are in the 86th and 78th percentiles

in the strictness of land-use restrictions, respectively. Intuitively, the relaxation

of land-use restrictions in California will lead to increases in California’s popula-

tion and decreases in overall carbon emissions. However, the magnitude of the

decrease is an empirical and quantitative question.

Specifically, we simulate setting land-use restrictions, ψWRI , in California cities

to the level faced by the median urban household.68 We display the main results

in the second column of Tables 4. Setting land-use restrictions in California to

the level of the median urban household leads to a 20.5% increase in the total

population in California cities, a 3.1% drop in the population of other locations

in the West, and 1% to 2% drops in the Midwest, South, and Northeast.

California Cities Other West Midwest South Northeast

I. Household Distribution

% Change Population 20.5 -3.1 -1.9 -2 -1.7

II. Composition

Change in Single Share 2.4 -0.5 -0.2 -0.2 -0.2

Change Share without Children 2.3 -0.4 -0.2 -0.1 -0.1

Change in College Share -0.4 0.0 -0.1 -0.1 -0.1

Change Minority Share 0.1 -0.4 -0.3 -0.4 -0.3

III. Prices

% Change Skilled Income -0.1 0.2 0.2 0.2 0.2

% Change Unskilled Income -1.0 0.2 0.0 0.0 0.0

% Change Average Rents -4.8 -1.2 -0.7 -0.7 -0.8

Table 5: Changes in the composition of population in response to reduction in California land-
use restrictions.

68In a previous version of the paper, we simulated relaxing restrictions to the level of the
median city.
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Panels II and III of Table 4 show how these changes in the distribution of

households translate to average usage and emissions. The relaxation of land-use

restrictions leads to decreases in usage of all three types of fuel, as households

move to the temperate California climate. Specifically, natural gas usage drops

by 0.3%, electricity by 0.5%, and fuel oil usage drops by 1.5%. Panel III of Table

4 displays average emissions resulting from each type of fuel. Electricity emissions

drop by over 0.7% despite only a 0.5% decrease in usage. As power plants utilized

in California are relatively carbon-efficient, the drop in emissions from electricity

is larger than the drop in electricity usage. All together, this implies a drop in

national household carbon emissions of 0.6% or a $310 million dollar drop in the

social cost of carbon annually.69

In addition to low emissions, cities in California are very productive. Panel

IV of Table 4 shows the effects on average income, relative to the average income

in the baseline. The average income of skilled workers increases by roughly 0.5%

while the average income of unskilled workers increases slightly. This leads to an

increase in income of 0.2% across all workers. Overall, the shift towards more

productive and lower-emitting cities increases the output to emissions ratio by

0.7%.

Regional Effects To better understand the regional impacts of the policy

change, Table 5 gives the change in population distribution and prices across

regions. Panel II shows the change in regional demographic composition. The

change in land-use restrictions leads to increases in the share of unmarried house-

holds and households without children in California. As these groups are relatively

lower usage groups, this composition effect leads to slightly smaller decreases in

carbon emissions than the population change alone.

Panel III of Table 5 displays the change in average incomes and rents across re-

gions. Interestingly, within California cities, average income decreases slightly, as

the proportion of households in low-income Fresno increases while the proportion

in high-income San Jose decreases. Equilibrium rents in Californian cities drop

by roughly 5%, as a result of both the change the land-use regulations and the

69As mentioned in the introduction, we use the estimate of the social cost of carbon in 2020
from Nordhaus (2017).
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resulting increase in population in California. Average rents decrease by roughly

1% in the other regions, reflecting drops in regional housing demand as households

move to Californian cities.

Percentage Change from Baseline

Income Rents Utility PM2.5 Exposure

I. Education

College Education 0.5 -0.7 0.9 0.3

Less Than College 0.0 -0.9 0.6 0.3

II. Family Size

Single 0.2 -0.8 0.7 0.4

Married w/o Children 0.2 -0.7 0.6 0.2

Married w/ Children 0.1 -1.0 0.3 0.1

III. Race

White 0.2 -0.8 0.6 0.2

Nonwhite 0.2 -0.9 0.8 0.4

Table 6: Changes in average income, rents, utility, and pollution exposure by demographic
group.

Distributional Effects In Table 6, we explore the distributional implications

of the relaxation of land-use regulations in California. The four columns give

the percentage change in average income, rents, utility, and exposure to PM2.5

for different demographic groups. Utility is measured in log dollar equivalents.70

Highly educated households benefit more than less educated households because

70Given that the idiosyncratic preference draws are distributed as Extreme-Value Type 1,

household i’s expected utility is given by log
(∑

j′∈J exp
(
V̄ij′/σd

))
plus a constant. To trans-

late this into log income equivalent, we first divide expected utility by αjd in each city j. Note

that
log(

∑
j′∈J exp(V̄ij′/σd))

αjd
gives expected utility measured in log income equivalent for a house-

hold who lives in city j—an increase in 0.01 in this object for example, provides a change in
expected utility equivalent to a 1% increase in income for household who lives in city j. We then
take the average across cities weighted by the household’s choice probabilities in the baseline
counterfactual.
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the income premium in cities is generally larger for educated workers (Baum-Snow

and Pavan, 2013). Further, single households experience larger utility gains than

married households, as single households are more mobile and therefore better able

to benefit from the drop in rents in Californian cities. Finally, all demographic

groups see a small increase in their average PM2.5 exposure as they increase their

concentration in large cities and in particular, the relatively polluted cities in

southern California.

Local Pollutants Figure 4 plots the changes in particulate matter concentra-

tions by CBSA when land-use restrictions in California are relaxed. Specifically,

the x-axis gives the change in PM2.5 concentration when we relax land-use reg-

ulations in California compared to the baseline. The y-axis gives the number of

cities that fall into a given range of changes. The colors indicate the four Census

regions.

Similar to carbon emissions, there is a national reduction in PM2.5 concen-

tration from relaxing land-use regulations in California. The mechanism is quite

similar to carbon emissions. Households are induced to live in California where

they use less electricity—due to California’s temperate climate—and the power

plants they use are less PM2.5-intensive. This leads to a reduction in PM2.5 in

most CBSAs.

However, unlike CO2, the spatial distribution of PM2.5 emissions is important

as PM2.5 is a local, and not global pollutant. When households move to California,

this increases electricity demand in the WECC NERC region—which overlaps

closely with the Western Census region. This leads to an increase in the level of

PM2.5 emissions in WECC and therefore a slight increase in PM2.5 concentrations

in cities in the Western region. In all other regions, CBSAs experience decreases

in PM2.5. This is because energy demand falls in these regions as households

move away, and the offset in PM2.5 from local energy demand is greater than the

increase in PM2.5 from far away sources (namely, California). This decreases both

emissions of PM2.5 and concentration of PM2.5 in these regions.
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Figure 4: Histogram of CBSA level differences in particulate matter concentration from elec-
tricity relative when land-use restrictions in California are relaxed relative to the baseline.

7.2 Removing the Correlation Between Land-Use Restric-

tions and Emissions

The negative correlation between land-use restrictions and city level emissions

has important implications for national carbon emissions. To further explore the

implications of land-use restrictions on carbon output, we simulate setting land-

use restrictions to the level faced by the median urban household in all cities.

The results are displayed in the third column of Table 4.71 The results in

panel I indicate that changing land-use restriction in all cities leads to a dramatic

relocation from the South and Midwest to the West and Northeast. Specifically,

the population in the Northeast region increases from 18% of the total population

to 43% while the population in the Midwest and the South decrease by roughly

71 In Online Appendix B.3, we show how the distribution of local pollutants change in this
counterfactual.
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one third to one half.

Panel II and III show usage and emissions from each energy type. Demand

for natural gas and fuel oil are high while demand for electricity is low in the cold

Northeast. As a result, natural gas usage increases by 0.7%, while electricity usage

decreases by 7.8%. As a result of this decrease in electricity usage and relocation

towards cities with more efficient power plants, emissions from electricity decrease

by 18.9%. Overall, this leads to a 3.5% decrease in national carbon output and

over an 8.5% increase in the national carbon efficiency of output. This implies a

drop in the social cost of carbon of $1.7 billion annually.

8 Robustness and Extensions

8.1 Sensitivity to Alternative Parameters

In this section, we examine the robustness of our main results to alternative values

of key parameters. In particular, we recalculate the reduction in national carbon

output resulting from the relaxation of land-use restrictions in California cities

for a range of parameter values. First, we examine the model’s sensitivity to the

scale parameter of the idiosyncratic preference draw, σd. Lower values of σd imply

that household location choice is more elastic with respect to wages and rents.72

Therefore, households will be more likely to change their location decisions in

response to changes in land-use restrictions.

The percentage reduction in carbon output relative to the baseline for a range

of values of σd for single and married households is shown in Panel (a) of Figure

5. Recall in our baseline specification that we estimate σd = 0.17 for single

households, σd = 0.21 for married households without children, and σd = 0.40 for

married households with children and we found a decrease in carbon emissions of

0.6%. In the figure, σd for single households is displayed on the vertical axis and

the average of σd for married households is displayed on the horizontal axis. We

vary σd for married households such that the ratio of σd for married households

72For each counterfactual in which we change σd, we recalculate the amenity values ξjd such
as to keep the mean utility of each demographic group in each city equal to its baseline level.
Therefore, the distribution of households of each demographic group given the baseline levels of
land-use restrictions will be equal to the baseline distribution with the original values of σd.
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with children compared to married households without children is held constant

at the baseline level. Darker colors imply smaller changes in carbon emissions

while lighter colors imply larger changes. Figure 5 illustrates that the change in

carbon emissions is decreasing in σd for both single and married households. In

the extreme case when σd = 0.1 for both types of households, households are very

responsive to changes in rents. As a result, carbon emissions drop by 0.8% when

we relax land-use restrictions in California. When σd = 0.8 for both types of

households, carbon emissions drop by roughly 0.3%.

Next, we examine the model’s sensitivity to the budget share of housing pa-

rameter, αHd . Recall that we estimated αHd = 1.49 for single households, αHd = 1.44

for married households without children, and αHd = 1.92 for married households

with children. Higher values of αHd imply households spend a larger fraction of

their income on housing and therefore will be more sensitive to housing prices

in their choice of where to live. The results are displayed in Panel (b) of Figure

5. The vertical axis shows values of αHd for single and the horizontal axis shows

αHd for married households. We change αHd for married households such that the

ratio of the parameter for married households with children to married households

without children is held at the baseline level. Larger values of αHd of both types

of households imply larger decreases in carbon emissions. When αHd = 0.4 for

both types of households, carbon emissions drop by 0.3% when we relax land-use

restrictions in California. If we set αHd = 3.2 for both types of households, carbon

emissions drop by roughly 0.8%.
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(a) Variance of Preference Draw (b) Housing Expenditure Share

Figure 5: Percentage change in national emissions from relaxing land-use restriction in California
for various parameter values. In panel (a), we display σd for single on the Y (vertical) axis, and
σd for married households on the X (horizontal) axis. Panel (b) shows the percent reduction in
carbon emissions as a function of αHd for both types of households.

8.2 Endogenous Electricity Pricing

In our baseline specification, we assume that electricity is produced at a constant

marginal cost; therefore, the supply curve of electricity is perfectly elastic. In this

section, we consider an extension in which the price of electricity is determined

endogenously.

Specifically, we assume that electricity producers in each NERC region form an

upward sloping long-run electricity supply curve, reflecting differences in costs or

productivity of potential electricity production opportunities within a region. For

low quantities, electricity can be produced at a low cost. As electricity production

increases, increasingly less productive resources must be utilized, which therefore

implies higher costs of production.

A number of papers examine the short run supply curves of electricity. The

short run electricity supply curve is often modeled as a “dispatch curve” with

constant or linear marginal costs, to reflect the unique way in which electricity is

allocated in the very short term.73 Essentially, electricity generators are ranked in

terms of their marginal cost of producing electricity. As demand increases, plants

are dispatched to produce power in increasing order of marginal cost. However,

73For an example, see Ma, Sun, and Cheung (1999).
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this type of modeling approach is likely not a good representation of the long run

energy supply curve which we consider here. In the long run, energy producers

may respond to changes in energy demand by opening new reactors and new

plants. Therefore, we posit a more parsimonious long run electricity supply curve

as:

CR = vRX
κ
R,

where XR is the total quantity of energy produced in region R, κ is a parameter

equal to the inverse elasticity of the energy supply curve, and vR is a region specific

cost shifter.

Electricity is then transmitted to a specific local labor market at an additive

transmission cost, φj.
74 Given the assumption of perfectly competitive generation

companies, we can write the inverse energy supply curve to city j as

P elec
j = bj + κ log

(
XR(j)

)
,

where bj = φj + log
(
vR(j)

)
.

To calibrate this model extension, we first calibrate the inverse elasticity of the

electricity supply curve as κ = 1
1.27

, based on the estimates in Dahl and Duggan

(1996). We then choose the parameters bj to match state level electricity prices.

The main counterfactual results with endogenous electricity pricing are sum-

marized in Online Appendix B.6. Overall, the population distributions across

all counterfactuals are quite similar to the counterfactuals with perfectly elastic

electricity supply. Households spend a relatively small fraction of their income on

electricity and therefore changes in electricity prices have little impact on their

location choices. Natural gas and fuel oil emissions are also nearly identical to

the case with a perfectly elastic electricity supply. However, the reductions in

electricity usage and therefore overall carbon emissions are smaller in the case of

endogenous electricity prices. Overall this leads to a 0.4% reduction in carbon

emissions from the relaxation of land-use restrictions in California.

74This cost may directly reflect costs of transmissions or network congestion costs.
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8.3 Local Pollutants in Utility Function

In this section, we consider an extension of our model in which local pollutants

enter the utility function. It is worth emphasizing that only local pollutants

produced by household electricity usage are endogenous in our model, while pol-

lutants produced by all other sources are held constant. A richer model would

also include how the distribution of households in space would lead to an increase

in pollution from changes in the spatial distribution of manufacturing firms, for

example.

With this caveat in mind, let the households’ utility function be given by:

uij = αcd log c+ αHd logH +
∑
m

αmjd log Êm + αPM logPMj + λij,

where PMj is the concentration of PM2.5 is city j. We set αPM

σd
= −.255 for all

demographics groups based on the estimates from Bayer, Keohane, and Timmins

(2009).75 We recalculate the unobserved amenity parameters, ξjd, such as to keep

the mean utility of each demographic group in each city equal to its baseline level.

All other parameters are kept at their baseline levels. Mechanically, the inclusion

of PM2.5 in the utility function will lead to higher estimated values of ξjd, so the

population shares in the model match the data shares.

The results are displayed in Online Appendix B.6. The results are very similar

to the baseline simulations. This is expected, given that PM2.5 emissions from

power plants only constitute a small fraction of total PM2.5 emissions in a given

city.76

8.4 Power Plant Substitution

One potential issue with our counterfactuals is that new power plants built in

order to accommodate increases in demand for electricity may be cleaner or dirtier

than the current stock of power plants in that region. Therefore, the carbon

emissions factors we use in our analysis will change in response to increases in

75We use the instrumental variables results with no additional controls (Table 5, Column 3).
The results with other IV estimates are similar.

76We display the contribution of household electricity to total PM2.5 concentration across
various cities in Online Appendix B.3.
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electricity demand. For example, our main counterfactual of the relaxation of

land-use restrictions in California led to a substantial increase in population and

energy usage in California. As a result, new power plants may be constructed

in the corresponding WECC NERC region which may be cleaner or dirtier than

the current power plants in the region. If these new power plants are cleaner

than the current stock of power plants, we will underestimate the reduction in

carbon emissions. On the other hand, we will overestimate the reduction in carbon

emissions if these new power plants are dirtier.

To investigate how endogenous changes in the composition of power plants

might affect our results, we compare power plants built before and after 2000. We

find power plants built after 2000 emit considerably less CO2 per MWh than plants

built prior. Specifically, for the WECC NERC region, we find that power plants

built prior to 2000 emit 858 lbs of CO2 per MWh of electricity, whereas plants

built after 2000 emit only 597 lbs of CO2 per MWh.77 These results suggest that

if new power plants were built in response to increases in California’s population,

these new plants would be more carbon-efficient than the current stock of plants.

8.5 Selection Across Locations

Throughout our structural model we have assumed that all households of a given

demographic group who live in the same location have the same energy use. How-

ever, in reality households may have idiosyncratic propensities for energy use. In

Section 3.1, we discussed how selection across locations based on these idiosyn-

cratic propensities may have implications for average carbon emissions across

locations and for estimates of predicted carbon usage.

To get a sense of how selection on the propensity to use energy would affect

our counterfactual results, consider a version of the model in which household i in

city j uses Em
ij energy of type m, where Em

ij can vary within demographic groups.

Total carbon output is then given by the sum of all household carbon output:

CO2 =
∑
m

δmj
∑
d

∑
j

∑
i∈Setd

IijEm
ij ,

77Online Appendix B.5 has further information on the full distribution of emissions from
power plants built before and after 2000.
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where, as before, Iij is an indicator equal to one if household i lives in location

j and Setd is the set of households in demographic group d. We will consider

how total carbon emissions will differ across two equilibria: a baseline equilib-

rium, where land-use restrictions are set to their current levels, and a relaxed

equilibrium, where we relax land-use restrictions in California as in Section 7.1.

For simplicity and to focus attention on the role of selection, we assume a house-

hold’s energy use is only a function of their location and therefore that Em
ij is fixed

across counterfactuals. This is equivalent to assuming that changes in land-use

regulations will not affect a household’s energy use, conditional on their location.78

The change in total carbon emissions going from the baseline equilibrium to

the relaxed equilibrium is given by

∆CO2 =
∑
m

δmj
∑
d

∑
j

∑
i∈Setd

(
IRELAXij − IBASEij

)
Em
ij , (24)

where IRELAXij is a function indicating household i chooses location j in the relaxed

equilibrium, and IBASEij is a function indicating household i chooses location j in

the baseline equilibrium. We can rewrite (24) in terms of cross-city relocation

flows as

∆CO2 =
∑
m

δmj
∑
d

∑
j

(
N inflow
jd E

[
Em
ij |inflowij = 1

]
−Noutflow

jd E
[
Em
ij |outflowij = 1

]) (25)

where inflowij = I
((
IRELAXij − IBASEij

)
= 1
)

is a function indicating household i

chooses j in the relaxed equilibrium but not the baseline equilibrium, outflowij =

I
((
IRELAXij − IBASEij

)
= −1

)
is a function indicating household i chooses j in the

baseline equilibrium but not the relaxed equilibrium, N inflow
jd =

∑
i∈Setd

inflowij is

the total number of “inflows” in demographic d, and Noutflow
jd =

∑
i∈Setd

outflowij

is the total number of “outflows”. Therefore, the change in total emissions is

78In the main specification above, changes in the distribution of households will change income
levels, which will therefore change energy use conditional on location. Quantitatively we find
the effects of endogenous income changes on energy usage to be small. Our assumption here
is equivalent to assuming that 1) these income effects are not present, or 2) that equilibrium
wages are fixed.
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given by the flows of households who relocate across equilibria multiplied by the

average emissions conditional on relocating.

In our main specification above, we assumed that energy use conditional on

choosing location j was common for all households of a given demographic group.

In this case, the total change in emissions is given by

∆CO2 =
∑
m

δmj
∑
d

∑
j

(
N inflow
jd Em

jd −Noutflow
jd Em

jd

)
,

where we estimated Em
jd as the selection-corrected energy usage for a given demo-

graphic group in location j. Therefore, selection on idiosyncratic propensity to

use energy will lead to large misspecification errors if E
[
Em
ij |outflowij = 1

]
and

E
[
Em
ij |inflowij = 1

]
, the energy usages conditional on relocating, differ systemat-

ically from Em
jd, the selection-corrected predicted energy usage.

To get a sense of how selection based on idiosyncratic propensity to use energy

would change our main results, Table 7 evaluates (25) using several alternative

assumptions for energy usage of households who relocate across equilibria. For

these calculations, we use the values of Noutflow
jd and N inflow

jd from the counterfac-

tuals in Section 7.1. First, in column 1, we set both E
[
Em
ij |outflowij = 1

]
and

E
[
Em
ij |inflowij = 1

]
equal to Em

jd as in our main specification. As in our main

results above, we find that national carbon emissions decrease by 0.6%.

In our main results, we find that relaxing land-use restrictions in California

leads to large influxes of households into California. One reasonable possibility

is that households who relocate in response to relaxing land-use restrictions in

California are similar in their idiosyncratic propensities to use energy as house-

holds of the same demographics and birth state who choose to live in California

in the data. Recall that in Section 3.2, we used control functions to estimate the

expected idiosyncratic propensity to use energy of households who live in location

j. These control functions are functions of location-choice probabilities, where we

estimated location-choice probabilities as the proportion of households of a given

demographic group and birth place who choose each location. We can therefore

use these estimates of the control function and location-choice probabilities to

assign each household the same expected idiosyncratic propensity as households

with the same demographics and birth place who choose to live in California in
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the data. Formally, let M̂m
CA (PiJ) denote the estimated selection control function

for California as function of household i’s location-choice probabilities. We set

E
[
Em
ij |outflowij = 1

]
= Em

jd + E
[
M̂m

CA (PiJ) |outflowij = 1
]

and

E
[
Em
ij |inflowij = 1

]
= Em

jd + E
[
M̂m

CA (PiJ) |inflowij = 1
]
.

and evaluate (25). The results are shown in the second row of Table 7. We find

that in this case, national carbon emissions drop by 0.59%, nearly identical to the

quantification given the main specification.79

A more extreme possibility is that all households who choose to relocate have

the same propensity to use energy as the unconditional average household who

chooses to locate in California in the baseline. Again we use our estimates of the

selection control function and set

E
[
Em
ij |outflowij = 1

]
= E

[
Em
ij |inflowij = 1

]
= Em

jd + E
[
M̂m

j (PiJ) |IBASEiCA

]
.

The results are shown in the third row of Table 7. Again we find that national

carbon emissions drop by 0.59%. Overall, the results in this section suggest that

selection on idiosyncratic propensity to use energy is unlikely to dramatically

affect our main results.

Change in National Emissions

I. Main Specification -0.60%

II. Birthstate and Demographic Propensities -0.59%

III. California Propensities -0.59%

Table 7: Change in national carbon emissions from relaxing land-use restrictions in California
under alternative assumptions on selection on the propensity to use energy.

79The reason why this is slightly lower than our main results is that households who select to
live in California have a slightly lower propensity to use electricity than the average household.
Therefore, their move to California is slightly less consequential than the move of a higher
electricity-use household.
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9 Conclusion

Household carbon emissions vary considerably across cities. Land-use restrictions,

which are set by local governments, tend to be tighter in cities with low carbon

emissions and therefore encourage households to live in cities with less moderate

climates and higher greenhouse gas-emitting power plants.

We began by following Glaeser and Kahn (2010) and documented large spatial

variation in both the carbon efficiency of power plants and energy consumption.

Cities with more temperate climates (such as San Francisco) tend to emit sub-

stantially less carbon than other cities. Furthermore, these cities also tend to have

very tight land-use restrictions. To examine the effects of land-use restrictions on

national carbon emissions, we then estimated a model of household sorting, en-

ergy demand, and locations that vary by power plant technology. We found that

the relaxation of land-use restrictions in California leads to a decrease in national

carbon output of 0.6% and a decrease in the social cost of carbon of $310 million

annually. Our main conclusion is that the positive correlation between tighter

land-use restrictions and the greenness of cities has large implications for national

carbon output.

Relaxing land-use restrictions would likely impact the spatial distribution of

firms in addition to households. In our model, firms only use labor in production.

In reality, many firms use the same energy inputs as households – such as electric-

ity and natural gas. Additionally, firms also use land in production. Since local

factor prices (such as land) are first-order to firm location decisions (Suárez Ser-

rato and Zidar, 2016), relaxing land-use restrictions in California would lead to

firms sorting into California to take advantage of the lower land prices. Further-

more, when energy is an input to production and more production shifts towards

California—where the electricity is carbon-efficient—carbon emissions would fall.

Future research could incorporate firm sorting and energy demand into our frame-

work to estimate the effects of land-use regulations on industrial carbon emissions.

Additional work could use our model to analyze the spatial implications of

the Clean Air Act. The model could also be used to analyze changes in carbon

emissions as a result of improved energy infrastructure and therefore easier elec-

tricity transmissions across regions. Future research could extend the model to
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analyze the effects of improving insulation or policies that change the composition

of power plants – such as renewable energy subsidies.
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Gaigné, Carl, Stéphane Riou, and Jacques-François Thisse. 2012. “Are compact

cities environmentally friendly?” Journal of Urban Economics, 72(2-3): 123–136.

Glaeser, Edward L, and Matthew E Kahn. 2010. “The Greenness of Cities:

Carbon Dioxide Emissions and Urban Development.” Journal of Urban Economics,

67(3): 404–418.

Glaeser, Edward L, Joseph Gyourko, and Raven Saks. 2005. “Why is Manhattan

So Expensive? Regulation and the Rise in Housing Prices.” The Journal of Law and

Economics, 48(2): 331–369.

Goldsmith-Pinkham, Paul, Isaac Sorkin, and Henry Swift. 2020. “Bartik instru-

ments: What, when, why, and how.” American Economic Review, 110(8): 2586–2624.

Goodkind, Andrew L, Christopher W Tessum, Jay S Coggins, Jason D Hill,

and Julian D Marshall. 2019. “Fine-scale damage estimates of particulate mat-

ter air pollution reveal opportunities for location-specific mitigation of emissions.”

Proceedings of the National Academy of Sciences, 116(18): 8775–8780.

Gyourko, Joseph, Albert Saiz, and Anita A. Summers. 2008. “A New Measure

of the Local Regulatory Environment for Housing Markets: The Wharton Residential

Land Use Regulatory Index.” Urban Studies, 45(3): 693–729.

Heckman, James. 1990. “Varieties of selection bias.” The American Economic Review,

80(2): 313–318.

57



Herkenhoff, Kyle F, Lee E Ohanian, and Edward C Prescott. 2018. “Tarnishing

the golden and empire states: Land-use restrictions and the US economic slowdown.”

Journal of Monetary Economics, 93: 89–109.

Hernandez-Cortes, Danae, and Kyle C Meng. 2020. “Do Environmental Mar-

kets Cause Environmental Injustice? Evidence from California’s Carbon Market.”

National Bureau of Economic Research.

Holland, Stephen P, and Erin T Mansur. 2008. “Is real-time pricing green? The

environmental impacts of electricity demand variance.” The Review of Economics

and Statistics, 90(3): 550–561.

Holland, Stephen P, Erin T Mansur, Nicholas Z Muller, and Andrew J

Yates. 2016. “Are there environmental benefits from driving electric vehicles? The

importance of local factors.” American Economic Review, 106(12): 3700–3729.

Holland, Stephen P, Erin T Mansur, Nicholas Z Muller, and Andrew J Yates.

2019. “Distributional effects of air pollution from electric vehicle adoption.” Journal

of the Association of Environmental and Resource Economists, 6(S1): S65–S94.

Hsieh, Chang-Tai, and Enrico Moretti. 2019. “Housing Constraints and Spatial

Misallocation.” American Economic Journal: Macroeconomics, 11(2): 1–39.

Jones, Christopher, and Daniel M Kammen. 2014. “Spatial distribution of US

household carbon footprints reveals suburbanization undermines greenhouse gas ben-

efits of urban population density.” Environmental science & technology, 48(2): 895–

902.

Joskow, Paul L, and Jean Tirole. 2000. “Transmission rights and market power on

electric power networks.” The Rand Journal of Economics, 450–487.

Kahn, Matthew E. 1995. “A revealed preference approach to ranking city quality of

life.” Journal of Urban Economics, 38(2): 221–235.

Katz, Lawrence F., and Kevin M. Murphy. 1992. “Changes in Relative

Wages, 1963-1987: Supply and Demand Factors.” Quarterly Journal of Economics,

107(1): 35–78.

58



Kline, Patrick, and Enrico Moretti. 2014. “People, places, and public policy: Some

simple welfare economics of local economic development programs.” Annual Review

of Economics, 6(1): 629–662.

Lambiri, Dionysia, Bianca Biagi, and Vicente Royuela. 2007. “Quality of life in

the economic and urban economic literature.” Social Indicators Research, 84(1): 1.

Larson, William, and Anthony Yezer. 2015. “The Energy Implications of City Size

and Density.” Journal of Urban Economics, 90: 35–49.

Lawler, Joshua J, David J Lewis, Erik Nelson, Andrew J Plantinga, Stephen

Polasky, John C Withey, David P Helmers, Sebastián Martinuzzi, Derric

Pennington, and Volker C Radeloff. 2014. “Projected land-use change impacts

on ecosystem services in the United States.” Proceedings of the National Academy of

Sciences, 111(20): 7492–7497.

Mangum, Kyle. 2016. “The Role of Housing in Urban Carbon Emissions.” Andrew

Young School of Policy Studies Research Paper Series, , (16-15).

Ma, Xingwang, David Sun, and Kwok Cheung. 1999. “Energy and reserve dis-

patch in a multi-zone electricity market.” IEEE Transactions on Power Systems,

14(3): 913–919.

Morehouse, John, and Edward Rubin. 2021. “Downwind and Out: The Strategic

Dispersion of Power Plants and Their Pollution.”

Moretti, Enrico. 2011. “Local labor markets.” In Handbook of Labor Economics.

Vol. 4, , ed. Orley Ashenfelter, and D. Card, 1237–1313. Amsterdam:Elsevier.

Muehlenbachs, Lucija, Elisheba Spiller, and Christopher Timmins. 2015. “The

Housing Market Impacts of Shale Gas Development.” American Economic Review,

105(12): 3633–59.

Muller, Nicholas Z, and Robert Mendelsohn. 2007. “Measuring the damages

of air pollution in the United States.” Journal of Environmental Economics and

Management, 54(1): 1–14.

Nordhaus, William D. 2017. “Revisiting the social cost of carbon.” Proceedings of

the National Academy of Sciences, 114(7): 1518–1523.

59



Notowidigdo, Matthew J. 2013. “The Incidence of Local Labor Demand Shocks.”

Unpublished, University of Chicago Booth School of Business.

Piyapromdee, Suphanit. 2019. “The impact of immigration on wages, internal mi-

gration and welfare.” Working paper.

Quigley, John M, and Steven Raphael. 2005. “Regulation and the high cost of

housing in California.” American Economic Review, 95(2): 323–328.

Ruggles, Steven, Sarah Flood, Sophia Foster, Ronald Goeken, Jose Pacas,

Megan Shouweiler, and Matthew Sobek. 2021. “Integrated Public Use Micro-

data Series: Version 11.0 [Machine-readable database].” Minneapolis: University of

Minnesota.

Saiz, Albert. 2010. “The geographic determinants of housing supply.” Quarterly Jour-

nal of Economics, 125(3): 1253–1296.

Stein, AF, Roland R Draxler, Glenn D Rolph, Barbara JB Stunder, MD Co-

hen, and Fong Ngan. 2015. “NOAA’s HYSPLIT atmospheric transport and disper-

sion modeling system.” Bulletin of the American Meteorological Society, 96(12): 2059–

2077.
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